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Large language models are increasingly applied in real-world scenarios, including research and education.
These models, however, come with well-known ethical issues, which may manifest in unexpected ways in
human-computer interaction research due to the extensive engagement with human subjects. This paper
reports on research practices related to LLM use, drawing on 16 semi-structured interviews and a survey with
50 HCI researchers. We discuss the ways in which LLMs are already being utilized throughout the entire
HCI research pipeline, from ideation to system development and paper writing. While researchers described
nuanced understandings of ethical issues, they were rarely or only partially able to identify and address those
ethical concerns in their own projects. This lack of action and reliance on workarounds was explained through
the perceived lack of control and distributed responsibility in the LLM supply chain, the conditional nature
of engaging with ethics, and competing priorities. Finally, we reflect on the implications of our findings and
present opportunities to shape emerging norms of engaging with large language models in HCI research.
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1 Introduction

The rapid development and adoption of large language models (LLMs) is reshaping the research and
education landscape, sparking interest and concerns across many disciplines [28, 61, 113]. Large
language models have also presented opportunities to complement research workflows in Human-
Computer Interaction research, including the analysis of qualitative data [47, 123] and quantitative
data [74, 80], replicating human-subject experiments in social sciences [3], and facilitating ways to
simulate emerging social dynamics at scale [91].

However, in contrast to the excitement towards the potential of LLMs, a growing body of work
has surfaced risks associated with these models [61, 119], including misinformation, discrimination
and exclusion, malicious use, and more. Cheng et al. [23] demonstrated how GPT-4 simulations of
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specific demographics (e.g., marginalized race/ethnicity groups) and topics are highly susceptible
to caricature. Participants’ data privacy is also at risk, with evidence showing how LLM-based tools
might leak sensitive information with or without malicious prompting [17, 131].

Examining the use of LLMs holds particular relevance for CSCW research, given our frequent
interactions with human subjects, engagement in community-collaborative efforts [72], and interest
in designing human-AlI collaboration systems with a socio-technical approach [11]. LLMs are
being deployed in several interactive settings within CSCW research (e.g., writing assistance
[60, 110], software development [117]). The HCI and CSCW communities have also demonstrated
a longstanding commitment to understanding the impacts and ethical considerations of emerging
technologies in research practices, from the use of videotapes in the early 1990s [72] to more recent
re-examination of the use of Reddit data in social computing research [39]. Over the years, the
SIGCHI research ethics committee has been facilitating open conversations about ethical challenges
in our communities through research ethics town halls and panels at conference venues such as
CHI [37, 43, 77] and CSCW [12, 35]. Researchers within the community have also organized several
workshops and meetings to discuss the ethical challenges of HCI research, such as how to conduct
large-scale user trials [20], how to engage with vulnerable populations [2, 66] and how to conduct
research with public data [38].

Despite HCI’s rich tradition of centering the discourse on research ethics, the rapid uptake of
emerging LLM applications has brought renewed urgency to examine and collaboratively shape
norms for LLM use [102]. However, there is a gap in our understanding of HCI researchers’ current
practices surrounding LLMs, and uncovering them can offer a critical view into how they navigate
ethical considerations. In this research, we ask: (1) How do HCI researchers integrate large language
models in their projects? (2) What ethical concerns, if any, do they have regarding using LLMs? (3)
How do HCI researchers approach and navigate those ethical concerns?

We report our results from 50 survey responses and 16 in-depth semi-structured interviews
with HCI researchers using LLMs in their work. Across our participants, we find that LLMs were
utilized throughout the entire HCI research process, from ideation to system development and
paper writing. Large language models were perceived to open new possibilities for building tools
and interactions, generating research ideas, and simplifying workflow for analysis and writing. We
also came to see how researchers increasingly integrated LLMs into their everyday practice.

Our participants anticipated a wide range of potential ethical issues associated with LLMs, such as
potential harms in interacting with LLM outputs, privacy concerns, violation of intellectual integrity,
and overtrust & overreliance. While HCI researchers acknowledged these ethical considerations, in
many cases, they were either unable to or only partially able to identify and address those ethical
concerns in their projects. Many participants highlighted their perceived lack of control with their
position in the LLM supply chain [121], a lack of established best practices, and competing priorities
that took precedence over addressing ethical concerns.

We begin by situating our study within prior work on LLM-based tools to support research
workflows, scholarship on research ethics in HCI, and literature on the ethical issues with large
language models. After presenting a detailed description of our methods, we present our findings
on HCI research practices surrounding the ethics of LLM-based tools. Finally, we reflect on these
results and present implications for the HCI research community. Taken together, our research
underscores the importance of foregrounding research ethics if we are to continue integrating
LLMs into our work practices. We call for engaging with IRBs and other regulatory institutions,
redesigning effective informed consent processes, developing tools and processes to interrupt the
LLM supply chain, providing learning opportunities for ethics of LLM use in HCI, and shifting
existing academic incentive structures to foreground ethical considerations in research.
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2 Related Work
2.1 The Use of LLMs in HCI Research

As the capabilities of generative Al in understanding context and generating natural language
responses continue to advance [84], large language models are increasingly used by researchers as
tools in Human-Computer Interaction (HCI) research. Emerging work has explored the potential of
leveraging LLMs to support the process of brainstorming and identifying research topics [49, 96, 109].
Tools like CoQuest [68] have been developed for research question development through human-
agent co-creation. In addition to research ideation, LLMs have been used as tools in human-AI
co-creative design ideation [71, 114] and writing support [130].

Other members of the community have made efforts to develop LLM-powered applications for
data generation and data analysis [90]. Himél4inen et al. [50] explored the potential of utilizing
LLMs to produce synthetic user interview transcripts for piloting research ideas and designing
interview protocols. Wei et al. [118] created LLM-based chatbots for generating synthesized user
self-reported data. Researchers have also developed LLM-based applications for qualitative anal-
ysis, including identifying themes and generating codebooks [16, 47, 112]. Prior work has also
explored using LLMs for deductive coding [25] and human-AI collaborative qualitative analy-
sis [46, 47, 124]. In terms of quantitative analysis, tools such as Github Copilot! and GPT-4 [84]
can enable researchers to transform natural language instructions into programming codes that
assist quantitative data analysis and visualization. LLMs have been used as tools for quantitative
data analysis in sampling, filtering, and analyzing survey data [56], gaining insights from large
corpus [85] and crowdsourcing social data [34].

Researchers have also used LLMs as the underlying technology for system design and develop-
ment Lu et al. [69], and Petridis et al. [93] explored infusing prompt-based prototyping enabled
by LLM into functional user interface design. Researchers also utilized LLMs to build task-oriented
social simulations for LLM agents, aiming to study the intricate social dynamics of societal sys-
tems [45, 65, 92]. Other applications of integrating LLMs into the design and development of HCI
systems have focused on leveraging LLMs for efficient prototyping [64, 122] that HCI researchers
and designers can potentially use. Our research extends this scholarship by empirically examining
practices and ethical challenges of integrating large language models into HCI research projects.

2.2 Research Ethics in HCI

The Human-Computer Interaction (HCI) community has long been engaged in discussions regarding
ethics [36, 95], revolving around responsible conduct in human subjects studies [11, 98], including
privacy, informed consent, and institutional review boards (IRBs). These concerns are integral to
ensuring ethical conduct and preventing harm to research participants [9]. Existing HCI privacy
guidelines focus on protecting participants’ sensitive information, the anonymity of the participants,
and the confidentiality of collected data [15, 132]. The rights of autonomy and self-determination
of participants require HCI researchers to establish transparent procedures for informed consent
on collecting and analyzing personal information [42]. IRBs are critical in ensuring that HCI re-
searchers meet their ethical obligations when conducting studies with human subjects [5, 14].
Moreover, prior scholarship underscores the need to mitigate potential biases in research design,
data collection, and data analysis by refining existing ethical guidelines and protocols [78].
Creating ethical guidelines for emerging technologies within the HCI community has drawn inspi-
ration from ethical theories and professional standards. Mackay [72] highlighted the need to go be-
yond legal requirements and develop comprehensive guidelines for responsible behavior by learning
from other disciplines. Vitak et al. [115] encouraged interdisciplinary collaboration in building new
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ethics frameworks, such as developing ethics heuristics for online data research to ensure respon-
sible research. Despite the rich tradition of considering and iterating ethical guidelines in the HCI
community, Computer Science (CS) researchers have demonstrated uncertainty about the applicabil-
ity of ethical concerns about human subject studies to their research [13], highlighting the necessity
of educating CS and HCI researchers about research ethics. Recent endeavors of integrating ethics in
CS education, such as adding systematic literature review on ethics in computing courses [99, 105]
have illustrated both the barriers and opportunities of educating CS researchers in ethics.

Recently, advances in Al have brought renewed urgency of research ethics to HCI and CS
communities. Clark et al. [26] proposed approaches to assessing ethical risks of research involving
digital data, informing the development of ethical standards guidelines for research. Amershi et al.
[1] provided guidelines for human-AlI interaction design, emphasizing the importance of offering
explanations of the systems and conveying the consequences of user actions. Another line of
research strives to bridge the gap between ethics and Al practices by establishing guidelines for
safe, transparent, and trustworthy Al systems [104]. With the rapid development of generative Al,
the Association of Computing Machinery (ACM) and the Association for Computational Linguistics
(ACL) have established ongoing efforts to develop guidelines [19, 40]. The ACM policy on authorship
requires the entire disclosure of generative Al in the paper [40], while the ACL policy on Al-assisted
tools on paper writing requires authors to elaborate on the scope and nature of their use [19].

Even though underlying ethical guidelines may be broadly applicable, emerging technologies
might challenge existing ethical review processes [77]. Our goal is not to create a taxonomy of all
possible ethical concerns with the use of LLMs in HCI research; instead, we hope to extend the
discourse on research ethics in HCI by documenting the ways in which researchers are responding
to ethical considerations of LLMs in-situ and reflecting on potential ways forward.

2.3 Ethics of LLM use

Extensive prior research has explored the ethical risks and harms related to language models [119,
120]. The discrimination & exclusion harms arise from the biased and unjust text in the training
data of LLMs. Recent work identified the tendency of LLMs to display discrimination related
to users’ sensitive characteristics [125] and demonstrated the gender and racial biases of LLM-
generated content [33]. The information hazards are the consequences of LLMs remembering
private information in training data, posing the risk of privacy leaks [17]. Privacy violation has
been observed in LLM-based Al assistants where Personally Identifiable Information (PII) can be
revealed by employing adversarial privacy-inducing prompts [70, 75]. The detection and mitigation
of hallucinations in LLM-generated text [129] remains a challenging problem [21]. This might lead
to the spread of misinformation, as LLM-based chatbots are often treated as fact-checking tools [129].
There is a growing concern about malicious activities arising from the generation of scams and
phishing using LLMs [76]. Recent research has also pointed out how the anthropomorphization of
LLMs has the potential for manipulation and negative influence [30]. Finally, researchers have also
documented the likelihood of LLMs increasing inequality and their adverse effects on job quality,
undermining creative economies, and more [120].

In response to these concerns, recent research has started to look into how to assess [29] and
mitigate [22, 76] the harms of LLMs. For example, researchers are exploring privacy-preserving
strategies for language models in pre-processing, training, and post-training approaches [106]. For
combating misinformation in LLMs [22], researchers have proposed several defense strategies,
including integrating a misinformation detector [89] and redesigning prompting methods to guide
LLMs [89, 128]. Mozes et al. [76] presented prevention measures for when LLMs were used for
illicit purposes, arguing that red-teaming, safeguarding with RLHF and instruction following, and
avoiding memorization and poisoning are potential solutions to the misuse of LLMs. Regarding

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 2, Article CSCW102. Publication date: April 2025.



Examining Ethics of LLM Use in HCI Research Practices CSCW102:5

human-computer interaction harms of LLMs, Liao and Vaughan [67] provided a roadmap for
improving the transparency and explainability of LLMs.

While recent efforts have begun to mitigate the broader ethical concerns of LLMs, the application
of LLMs in HCI research presents unique ethical challenges. For instance, biases in the training
data can adversely affect research practices, leading to issues with internal and external validity,
reproducibility, efficiency, and the risk of proliferating low-quality research [3]. Despite this, there is
a notable gap in understanding how HCI researchers perceive and manage these ethical challenges
in their day-to-day research activities. This study aims to fill this gap by exploring the unique
ethical issues posed by using LLMs in HCI research and examining how researchers currently
address these challenges.

3 Methods

In this research, we focus on examining the ways in which HCI researchers apply large language
models (LLMs) across their research workflows and their ethical considerations for using LLM-based
tools. For a holistic view of LLM use practices, we employed a mixed-method approach with a
sequential explanatory design [55]. This involved conducting a survey to elicit broad-brushed and
higher-level perspectives from a wide audience. After closing the survey and analyzing the results,
we developed several questions for our semi-structured interview guide to better understand the
observed phenomena. These questions included, for example, “How do you address ethical concerns
when using LLMs?” and “What strategies do you employ to mitigate risks when using LLMs?” The
interviews then focused on investigating, in more detail, how researchers approach the ethical
considerations of using LLMs as part of their research activities.

The qualitative data served as the foundation for our inquiry and analysis [55]. The survey
responses were integrated to support and contextualize the interview findings. Specifically, the
survey provided quantitative insights into the relative degree to which participants are using large
language models across various stages of their work, which were then further explored and explained
through the qualitative interviews. Our sequential explanatory study design ensured that both data
sources complement each other. Our research study was reviewed and approved by the IRB at our
institution. We present our approaches to the survey and interviews in the following subsections.

3.1 Survey

The goal of the survey was to identify the ways in which HCI researchers are using LLMs and any
ethical considerations they have encountered in their projects. We conducted the survey using an
online questionnaire implemented in Qualtrics and analyzed responses from 50 respondents.

Participant recruitment. We recruited survey participants through multiple channels: ad-
vertising on social media networks such as Twitter and LinkedIn, emailing direct contacts, and
leveraging university distribution lists to which we had access. We began the survey by eliciting
informed consent from respondents. No personally identifiable information was recorded about
the respondents following our organization’s research privacy and ethics guidelines. The inclusion
criteria for our survey were similar to the interviews, where we recruited researchers who are
currently studying or working in areas related to Human-Computer Interaction (HCI) and have
used large language models (LLMs) in their research.

After the screening questions, we were left with n = 77 participants. Out of the 77 respondents,
50 completed all sections except for the demographics (which was optional). Among the 43 survey
respondents who filled in the demographic questions, most reported working in academia (34),
industry (6), and non-profit (3) organizations. Researchers worked on projects within Human-AI
Interaction (32), Design (13), Understanding People: Theory, Concepts, and Methods (12), Collabora-
tive and Social Computing (10), and User Experience and Usability (10). In our sample, respondents
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were located in the United States (20), Afghanistan (5), Germany (3), Algeria (2), Hong Kong (4),
China (1), Spain (1), Nigeria (1), Australia (1), Japan (1). On average, respondents had 4 years of
experience working on HCI research projects.

Questionnaire. Our questionnaire consisted of 18 questions in total, with a mixture of multiple-
choice (14) and open-text questions (4). We began the survey by describing LLMs as “a subset
of generative language (and multimodal) models with increasing size as measured by the number
of parameters and size of training data” [4] (e.g., GPT-4, GPT-3.5, Llama 2, Vicuna, and more). We
then ask respondents to refer to their latest research project involving LLMs and respond to the
following questions related to that project only. The survey was divided into three sections: (1)
questions about their use of LLMs in their HCI research projects, (2) questions about how they
engage with ethics of LLMs use in HCI research, and (3) demographic questions relevant to our
study. In the first section, respondents were asked to describe the project in one sentence and share
the primary research method, sub-area of HCI, and the stage of their research process where they
incorporated LLMs in their project.

After understanding the HCI research project in which they used LLMs, we focused on their
potential ethical considerations with the use of LLMs. We asked, “have you encountered or observed
any ethical challenges related to LLMs in your research project?”. This was followed by the question
asking what the ethical challenges are in the form of a close-ended (with choices such as security
and privacy, consent, harmful outputs, copyright issues, authorship, prefer not to say) and an open-
ended question, respectively. We asked how they identified, potentially mitigated, and reported
these ethical challenges. Finally, we also included demographic questions (optional to answer)
about the respondent’s type of institution, country, and years of experience in HCIL. Respondents
were also invited to optionally share their email addresses if they were interested in participating
in a follow-up interview study.

Analysis. We computed a range of descriptive statistics using SPSS to better understand re-
searchers’ approach to ethical concerns with LLMs. These included descriptive statistics to questions
with multiple choice answers (e.g., the ethical challenges in using LLMs). In cases where a subset of
respondents completed questions, we report question-specific response rates and the percentage of
respondents who answered that question. Finally, we conducted a qualitative analysis of open-ended
questions following the same approach to the interviews (see the following Section 3.2 below). We
performed multiple rounds of coding at the response level in conjunction with participants’ survey
ratings to surface high-level themes. We include direct quotes from our survey respondents in the
Findings with the prefix ‘S#’ to differentiate them from our interview participants, prefixed with ‘P#’.

3.2 Interviews

Between October and November 2023, we interviewed 16 HCI researchers who used LLMs in their
research projects. Each interview had structured sub-sections beginning with the participants
describing a recent project where they applied LLMs across any of their research activities to
gain more context for the following questions. The survey responses informed the interview
questionnaire’s design (e.g., further exploring the ethical concerns raised in the quantitative data).
Participants could take a few minutes to look at their history with the LLM tools/applications. Our
interviews focused on (1) LLM use across the research workflow, (2) specific ethical considerations,
(3) the process of navigating ethical considerations, (4) the role of IRBs, (5) the role of ethical
frameworks and toolkits; (6) incentives and accountability. Each session focused on the researchers’
practices and the associated ethical considerations.

Participant recruitment. We recruited participants through a combination of distribution
lists, professional networks, and personal contacts, using snowball and purposive sampling [88]
iteratively until saturation. Our sample included researchers located in the United States (13), China
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Type Count

Institution Type Academia (14), Industry (2)

Gender Female (6), Male (10)

Expertise Human-Al Interaction (5), Privacy and Security (2), Computational Social Science (1),
Educational Technology (1), Social Computing (1), Intelligent User Interface (1), UX
Design (1), Creativity Tools (1), Mobile Computing (1), AI Ethics (1), Augmented and
Virtual reality (1)

Location USA (13), Singapore (1), China (1), Germany (1)

Experience 0-5 years (5), 6-10 years (3), 10-15 years (1), N/A (7)

Table 1. Summary of interview participants’ institution types, domain expertise, and demographics.

(1), Singapore (1), and Germany (1). We interviewed 10 male and 6 female researchers. Most of our
participants work in academia (14), with two participants from industry. Refer to Table 1 for details
on participant domains, institution types, and demographics.

Interview moderation. Given the geographical spread of our participants, the interviews were
conducted online using video conferencing. We scheduled sessions based on the participants’ con-
venience and conducted all interviews in English. During recruitment, participants were informed
of the purpose of the study. Informed written consent was obtained electronically for all interview
participants. Participants were informed that they could refuse to answer any questions and/or
ask for the recording to be paused at any time. Each session lasted about 40-60 minutes each. We
recorded interview notes through field notes and video recordings and transcribed them verbatim
for analysis. Each participant received a gift card of 30 USD for their participation.

Analysis. To analyze the qualitative data, we followed the reflexive thematic analysis approach by
Braun and Clarke [7, 8]. Reflexive thematic analysis foregrounds the researcher’s role in knowledge
production, with ‘themes actively created by the researcher at the intersection of data, analytic process,
and subjectivity’ [8]. Two research team members independently read each interview transcript
multiple times, starting with open coding instantiations of perceptions, ethical considerations, and
challenges with using LLMs. They met regularly to discuss diverging interpretations or ambiguities.
The entire research team met frequently to define themes based on our initial codes iteratively. We
transcribed 664 minutes of audio recording and obtained 336 first-level codes. As we generated
themes from the codes, we also identified categories (units of analysis) with descriptions and
examples of each category. These categories included (1) the use of LLMs across the research
workflows, (2) ethical concerns, (3) approaches towards navigating ethical concerns, (4) barriers in
addressing ethical issues, and (5) organizational structures. These categories were discussed and
iteratively refined through meeting, diverging, and synthesizing into three top-level categories,
presented in our Findings. Since codes are our process, not product, IRR was not used [73, 107].

4 Findings

We begin by describing how HCI researchers are using large language models across various stages
of their research process (Section 4.1). We then describe their ethical concerns (Section 4.2) and
the four ways in which researchers engage with potential ethical concerns (Section 4.3). In our

interviews, the most commonly used LLM-based tools were general-purpose offerings such as
ChatGPT, GPT-4 API, Bard, and Bing Chat.
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Ideation and project ) : Study design and f Analysis and paper
scoping execution writing
Identifying research topics Research design Data analysis
Defining research questions System building System evaluation
Literature review Data collection Paper writing
Writing grant proposals Data generation

Fig. 1. LLMs are used in various ways for ideation and project scoping, study design and execution, and
analysis and paper writing. The figure illustrates a typical HCI study across our research participants. Not all
HClI research projects would include all activities listed above (e.g., critical theoretical contributions).

4.1 Where do HCI researchers use LLMs in their everyday work?

HCI researchers referred to various parts of their research workflow where they integrated large
language models, such as for ideation, literature review, study design, data analysis, system building
and evaluation, and paper writing (Figure 1). Overall, they perceived that LLMs open up new
possibilities in their research, such that “if we can leverage LLMs the right way, it will enable us to do
new cool things that will be genuinely empowering” (P4). Our survey revealed that the stages where
LLMs are most frequently used are paper writing (25) and study design (24), followed by project
scoping (17) and system development (16), and then data generation (15), data collection (14) and
data analysis (13). Below, we present the ways in which interview participants incorporate LLMs
in their research practices.

Interview participants frequently used large language models in the ideation and project
scoping phase for tasks such as reviewing and synthesizing literature, discovering new research
questions in their sub-field of HCI, and defining their research problems. P11 would input broad
topic areas into the LLM to generate HCI research questions and refine them into concrete research
objectives. Similarly, P10 would probe the LLM to “pretend that it is a career coach for [participant
name]. What would [the LLM] recommend if [participant name] is writing their NSF career grants?
This is a big thing for early career HCI academic researchers. What should [participant name] explore
at the intersection of Al and cybersecurity?” During brainstorming, HCI researchers found value
in using large language models for a breadth-first search approach, enabling them to generate a
diverse range of ideas quickly.

LLMs were also helpful in data generation, collection, and analysis. Many participants
mentioned how LLMs were incredibly productive in synthesizing information from web sources
that would otherwise require significant time and effort. P1 prompted the model to generate multiple
arguments for and against hypothetical scenarios for use in a classroom setting. They noted how
creating these research artifacts for data collection would have otherwise taken weeks. Additionally,
HCI researchers integrated LLMs into their data analysis process, utilizing them for tasks such
as qualitative data coding, creating plots, and data visualizations. P7 applied LLMs for multiple
aspects of open coding interview data, including (1) proposing new codes, (2) acting as a mediator
between the coding team consisting of two members, and (3) generating the primary code groups.

HCI researchers described how they increasingly relied on LLMs in the paper writing stage.
Participants shared their experiences of leveraging LLMs for iteratively refining their paper drafts,
including searching for synonyms and fixing grammatical issues. LLMs offered a distinct perspective
on aspects that the researcher “can hardly think about from [their] vantage point. Interacting with the
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LLM is like talking to other researchers and getting their feedback” (P11). Researchers also mentioned
using LLMs to generate paper reviews (P14) and provide suggestions for their writing content and
style (e.g., as an alternative to Grammarly?® (P4)). P14 spoke of using GPT-4 to “provide critical paper
reviews, check grammar, the style, and the logic consistency”.

Finally, many HCI researchers used LLMs as a design material for system development,
including system building and evaluation. Participants shared many use cases, such as developing
new tools and interactions for library services, science communication, and Al-assisted writing. P4
expressed interest in exploring “what do large language models enable us to do in HCI with which
our field has struggled for many decades.” Finally, researchers in our study also discussed instances
where they used large language models for software development, including day-to-day debugging
and creating web interfaces with LLMs.

4.2 What are HCl researchers’ ethical concerns with using LLMs?

Researchers expressed a wide range of ethical concerns regarding the use of LLMs. Across our sur-
vey respondents, 30 reported observing ethical challenges associated with using LLMs, 10 expressed
uncertainty, and 10 indicated no awareness of such concerns. Among the self-reported ethical chal-
lenges, the most common issues were data privacy (19) (including secondary use of participants’ data
and data leak), authorship (16) (including disclosure of the use of LLMs in publications), harmful out-
puts (14), copyright issues (11) and consent (10). These concerns were more prevalent across research
design, system development, and the research’s analysis and paper writing stages (see Figure 1).
Below, we describe the specific ethical concerns highlighted by HCI researchers in our interviews.

4.2.1 Harms of engaging with LLM outputs. Our interviews revealed a shared concern of research
subjects engaging with potentially harmful outputs, especially if LLMs were integrated into interac-
tive systems and tools enabling real-time user interaction and an immediate feedback loop. The risk
of harm (from discriminatory or hateful responses) might be amplified in settings where HCI schol-
ars are working with and centering vulnerable populations. For example, P3 used large multimodal
models to create a mental well-being and self-reflection tool and articulated their concern about
LLMs generating uncontrolled outputs. In such contexts, LLM-generated content could dispropor-
tionately harm marginalized groups through exposure to socially harmful biases and stereotyping
behaviors. Hate speech and exclusionary and discriminatory language could cause psychological
and representational harm to research participants. P16, developing LLM-based roleplay robots,
articulated how “[LLM] may exaggerate or diminish some of the capacity with which the robot has
already been equipped. It may introduce another layer of bias [toward people with disabilities]. ”

When deploying LLM-based services in unmoderated field user studies, participants expressed
concerns beyond issues with biased LLM outputs. They worried about controlling LLMs so the
tools were not misused or abused. Users might circumvent the constraints and use LLMs for tasks
outside of the original purpose of the studies. Such uncontrolled use could even cause harm to
other users. For example, P14 worried about the possibility of LLM facilitating the “surveillance and
monitoring of intimate partners” by providing links to various spy tools.

Many researchers expressed concerns about large language models impacting their research
pipeline by generating seemingly authoritative but fabricated information. LLM hallucinations
during paper writing could mislead authors and, if published, would undermine trust in knowledge
production processes. P10 used LLMs for literature review and worried that “ChatGPT might
make up titles of things that simply do not exist.” Participants highlighted the need for vigilance
in identifying these hallucinations, especially when LLMs produced fake citations or mismatched
paper references. Beyond paper writing, researchers indicated the possibility of inheriting biases

Zhttps://app.grammarly.com/
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from LLMs in ideation, research design, and evaluation. P2 articulated how LLMs could introduce
“gender bias in the entire computational pipeline— in places that we’ve never had gender bias before
because we’ve never used LLMs before, and because we used to come up with our own solutions”

Participants pointed out the tendency of LLMs towards generating homogenous content, where
the model would prioritize generalization and converge diverse perspectives into standardized
outputs. P8, working on sensemaking tools for product selection using LLMs, described how they
“want the selection criteria to encompass a diverse set of opinions rather than just focus on the perspective
of a single demographic.” This tendency of LLMs towards “flattening human diversity and nuance”
(P9) raised concerns among researchers who emphasized the importance of capturing the complexity
of lived experiences within the context of their research. Participants also noted concerns that using
LLM:s to edit their paper drafts could influence researchers’ writing styles, streamlining towards
homogeneous and “bland way of writing” (P9). Participants also discussed how LLMs’ training data,
often reflecting Western morals and values, could contribute to this homogeneity.

4.2.2  Threats to privacy of participant data. HCI research studies often involve the collection of
sensitive personal or behavioral data. This includes collecting and analyzing participants’ back-
grounds and lived experiences or their interactions with a technology probe. Researchers in our
study expressed anxiety about how LLM providers are using participant data input into LLMs
and the potential for privacy violations. They worried about breaches of private or sensitive in-
formation involving various forms of participant data, such as transcripts, audio recordings, and
application-specific log data. P7 used LLMs for qualitative data analysis and discussed how “privacy
issue is the main concern for us because in many cases, the audio transcripts are not supposed to be
put into ChatGPT”. P16 also shared the concern that users’ navigation data is extremely sensitive
and could lead to material physical harm if uploaded to a model endpoint.

Many participants emphasized their concern about confidential and personally identifiable
information leakage due to sharing user data with LLM providers. P8 mentioned the risk of
confidential information being incorporated into the LLM training corpus and the potential for
security leaks, where “backend messes up and user’s private information shows up in someone else’s
chat history”. Relatedly, some participants expressed concerns about the possibility of unconsented
data, for example, “explicit sexual content” (P2), being a part of the training corpus for large
multimodal models. While some believed that manually erasing sensitive information could mitigate
these concerns, others relied on the efficacy of APIs in safeguarding user data. The complexity
and opacity of ‘LLMs as a service’ make it challenging to ensure that user study participant data is
handled appropriately and securely throughout the research process.

4.2.3 Violations of intellectual integrity. Interview participants raised ethical concerns about the
intellectual integrity of using LLMs in HCI research. A central theme of these concerns was the
ambiguity of ownership of LLM-generated text and visuals. Many participants who co-created with
LLMs also highlighted the difficulty in attributing what portion of the content was the researcher’s
original work and what was generated by the LLMs when they were refining and co-creating with
the LLM outputs. Participants discussed the ambiguity related to plagiarism when LLM outputs
are part of the research contribution. For example, interviewee P10 would consider crediting the
LLM “where a substantial amount ends up in a publication”. While most participants questioned
the extent to which one can claim ownership of LLM-generated content, especially in the paper
writing stage, some believed that “personhood is important for attribution” (P2).

In addition, HCI researchers also raised concerns about the reproducibility of the research results
obtained via LLMs, highlighting the potential for an illusion of efficacy if LLMs work well in some
cases but fail to generalize to others. P2 described using LLMs in HCI research as a “computational
Wizard of Oz” method and continued to point out how the quick and opaque updates of LLMs are
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another barrier to reproducibility, noting that researchers “don’t really have control of what version
of GPT they are talking to and something that might work in a previous version won’t work so much
in future versions”.

4.2.4  Overtrust and overreliance on LLMs. Participants also noted ethical considerations of overtrust
and overreliance on LLMs. They expressed concerns that research participants directly interact with
LLMs but are unaware of model biases (due to limited Al literacy), which could overestimate LLM
capabilities and place unwarranted trust in model outputs. This can be particularly problematic
in LLM-based HCI applications offering decision-making support. For example, in a healthcare
application, an LLM might provide medical advice that appears credible but is incorrect or inappro-
priate for the user’s specific condition. P13, who built LLM-powered creativity support tools, was
concerned that “[research participants] may be misled by the content, even if [the content] contains
wrong information or wrong references.”

Participants also expressed concern about researchers’ overreliance on LLMs, which could
compromise the quality and creativity of HCI research. P3, using LLMs for creative ideation for
their study, warned about the risk that researchers might uncritically accept the information
provided as factual and integrate it into their experiment or user interface design. Researchers
raised validity concerns about using LLM-based generative agents as proxies to simulate user
behavior and social interactions in designing new technologies. They argue that the behaviors
generated by LLMs may fail to accurately capture the complexities and unique positionality of real
research subjects, leading to findings that oversimplify the nuanced lived realities of individuals.
Overreliance on LLMs in the iterative prototyping process could result in designs that are optimized
based on model outputs rather than diverse user needs and experiences, ultimately compromising
the effectiveness of the system. Participants mentioned how the overuse of LLMs among HCI
researchers could impede paradigm shift (e.g., “LLMs are useful but not creative” (P15)) and raise
questions about the long-term impact of such overreliance on LLMs on trust and integrity within
the academic community.

4.25 Environmental and societal impacts. Interview participants identified a range of other higher-
level ethical considerations that extended beyond their specific research project or pipeline. Some
researchers were concerned about the environmental degradation due to the extensive electricity
usage and hardware deployment of building larger LLMs. For instance, P2 mentioned “we have all
these models competing against each other, that’s like millions of dollars of electricity and computer
components, [which is] really bad for the environment”. Participants articulated anxieties that the
wide adoption of LLMs could lead to inequitable distribution of benefits— “we certainly have not
addressed the social issues. I think a lot of people will, if not losing their jobs, be substantially diminished
in terms of their utility to their workplace”.

4.3 How do HCl researchers approach the ethical concerns of using LLMs?

Our study focused on understanding how HCI researchers are currently navigating ethical consid-
erations about using LLMs in their projects. For most HCI researchers in our interview study, the
ethical concerns they discussed (Section 4.2) remained largely speculative. Although our partici-
pants reported their awareness of a diverse set of potential ethical concerns around using LLMs,
they were either unable or only partially able to identify or address those ethical concerns in their
projects. Researchers described their current strategies towards ethical concerns— often manifesting
as forms of inactions or workarounds— such as engaging LLM ethics in a conditional and reactive
manner, inconsistent disclosure practices, limiting their LLM use and reflecting on their co-creation
process, as well as delaying responsibility in research accountability. In most cases, these strategies
did not directly address the underlying ethical challenges; instead, they served as temporary fixes
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to manage immediate concerns. Below, we capture these varied strategies for LLM ethics and return
to their implications in section 5.

4.3.1 Conditional and reactive engagement with LLM ethics. HCI researchers often emphasized that
the need to and approach towards addressing ethical concerns was conditional on various factors
such as the use case or domains of study. Many HCI researchers invoked the specifics of their
research domain to justify why they did not need to foreground ethical concerns. For example, when
participants categorized their research as low-stakes, they spoke of how commonly anticipated
ethical issues associated with LLMs did not apply to their work and did not need to take proactive
measures. For instance, P11, who focused on creativity support in writing, considered their research
non-sensitive and did not find it necessary to intervene to prevent unsafe generated text. Some
participants believed that the potential harm caused by LLMs was comparable to that caused by
social media. Therefore, they felt that engaging in ethical considerations was unnecessary if LLMs
were not being used in high-stakes domains, such as providing medical advice: “typical LLM like
ChatGPT was created to support people browsing the internet. People already see toxic content online,
right? So we always claim this tool is no more harmful than typical social media” (P13). If researchers
explored topics deemed safe or if users did not directly prompt the model, there was a perception
that the LLM was unlikely to generate unsafe content’.

Such ‘conditional engagement’ sometimes resulted in a more reactive, rather than proactive,
approach to ethical considerations. For example, when deliberating whether LLMs should be
attributed and held accountable for model-generated content, P2 emphasized ‘T think many people
are very hasty to say yes or no. And I think that’s not the answer. The answer is always in a gray area.”
They continued to emphasize this “wait and see” approach, discussing the potential benefits of
model hallucinations and highlighting their role in promoting divergent thinking by introducing
specificity that the user may not have considered. Some participants mentioned being aware of
frameworks and toolkits (such as Perspective API [58]) designed to address ethical issues. Still, they
never incorporated these tools into their research processes. P3 justified this by discussing how a
significant portion of their HCI studies were conducted in a laboratory setting. The ethical concern
related to participants encountering harmful outputs generated by LLMs was less probable in a
short usability test. At the same time, serious issues could occur in longitudinal studies when the
participants heavily use the system.

4.3.2 Limited disclosure practices. In our study, HCI researchers positioned large language models
as everyday tools within their research practice. As a result, participants did not believe reporting
their usage of LLMs to study participants formally, the Institutional Review Board (IRB), and/or the
broader academic community was necessary. In particular, participants described a shift towards
the tacit incorporation of LLMs: they slowly transitioned from research tools that were a part of
their regular practice to using LLMs. This change was partly due to the perception that LLMs are
‘fancier’ (P11) and more advanced versions of previously used tools. P10 explained, ‘T advise my
students that they are allowed to use any generative Al tool just like they would use other productivity
tools. So I'm categorizing LLMs as a productivity tool.”

When using LLMs in paper writing, participants drew a parallel between LLM reporting practices
and their approach to previous tools. They emphasized that if, for example, tools like “grammar
assistance by Grammarly, word check by Google Docs, or accessibility checking by Acrobat pro” (P10)
were not explicitly reported, the same should also hold true for large language models. Researchers
expressed reservations, suggesting that reporting of LLM-based tools might call into question the
validity of their work. P10 captured this perspective:

3In contrast, prior work has demonstrated that LMs can generate unsafe content from seemingly innocuous prompts [48].
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I 'would not feel it is appropriate to say Bing Chat was used to define the initial structure of
the X and Y sections of the paper. To me, it is not gonna be helpful in researchers assessing
the credibility or validity of the work. It is just like a meta issue about how the actual
document was formed and refined. And what matters in that case is the output. Is it easy
to read? Did you find it useful? You know, that’s what I care about. So, in those cases, I do
not credit the LLM.

The complexity of describing LLMs to audiences without technical background further impacted
participants’ willingness to disclose the specific uses of large language models in research. In
some cases, researchers chose to characterize their LLM use simply as ‘Al models’ to their research
participants so as not to “confuse them with what is a language model.” The rationale behind this
approach was the perception that the broader public (target population in this case) tends to view Al
in a homogeneous manner, and “to them, there isn’t much difference between how different Al systems
work, or which is a large language model, right?” (P8). Researchers also justified this approach by
highlighting their intention not to burden participants with the need to modify their behavior and “
think about how to interact with an LLM” (P15). Finally, participants also noted cases where explicit
disclosure about LLMs was unnecessary if research participants or system users were not directly
exposed to LLMs. For example, if LLMs were used for ideation or analysis, participants felt that
explicit communication about their use was not imperative.

4.3.3 Restricting LLM use and reflecting on the co-creation process. A recurring sentiment among
the researchers in our study was a perceived lack of control in addressing ethical concerns related
to large language models. As a result, they developed various workarounds, such as restricting the
use of LLMs to a limited set of tasks, avoiding directly integrating LLM-generated inputs into their
work, and hosting group reflection sessions. The limited visibility and decision-making capability
were particularly evident in privacy and data leaks, where the reliance on LLMs provided by large
companies diminished individual control. Simultaneously, participants expressed a mistrust towards
LLM providers. For instance, P12 discussed how LLM providers’ claim to protect data privacy and not
using it for their training “is very problematic because such claims don’t articulate what they mean by
not using the data. How can an external researcher validate this claim?” Participants’ mistrust towards
LLM providers was exacerbated by the lack of clarity and transparency in data usage policies.

To navigate the ‘unknown territory’ of LLMs, where HCI researchers were not fully aware of the
capabilities and risks, they would often restrict their usage of LLMs to a limited set of tasks. Most
HCI researchers avoided directly integrating LLM-generated outputs into their work. Rather than
accepting the initial output without scrutiny, they would iteratively refine and carefully verify it
before incorporating it into their research artifacts. In the context of paper writing, researchers
would ensure the text aligns with the draft they had input into the system. Many participants
elaborated on their practice of co-creating with LLMs as a precautionary measure. This would
involve relying on their judgment on how much to use the LLM suggestions. This cautious and
iterative co-creation process was a strategy without explicit usage norms.

Indeed, many participants shared the view that LLMs are still evolving, and there is a lack
of comprehensive guidelines on navigating ethical considerations. P9, primarily using LLMs for
paper writing, mentioned how “LLMs are still an unknown territory, so people don’t know how to
react, I assume.” Our participants expressed discomfort using new LLM-generated content in their
papers. For example, P15 was hesitant to use the LLM as anything more than a spell checker.
Researchers highlighted the importance of applying LLMs in a way consistent with their practices
with previously used tools to mitigate potential unintended consequences. P9 spoke of their
experience as a reviewer for major HCI conferences like CHI, where they did not encounter any
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guidelines regarding the disclosure of using ChatGPT for writing. Finally, they emphasized that the
cost and accountability of using LLMs was still “ad-hoc and unclear.”

In cases where participants recognized the possibility of ethical concerns with LLMs, they often
struggled to identify specific issues to address. As P16 pointed out: “the main problem is that I
don’t know what bias it has, and I don’t know how to figure it out.” P4 discussed how it is crucial
to “not pretend that this ethical consideration does not exist, which some people do. We are trained in
human-computer interaction, so we are well equipped to reason about it or at least understand that
these concerns exist, but addressing it is very difficult.” In many cases, when people did not have
mechanisms to identify or address ethical concerns, they felt it was essential to at least acknowledge
them and spread awareness about these issues.

Some researchers chose to host group reflection sessions to account for the uncertainties with
the responsible use of LLMs. This involved discussing with collaborators or advisors to determine
the appropriate approach for navigating any ethical considerations. P10 exemplified this approach
by holding regular team meetings to address questions or concerns about using LLM-based tools
or methods. After an internal discussion with their team, P9, too, decided not to use LLMs for
qualitative analysis. A collaborative decision-making process was a common practice to determine
where LLMs are appropriate.

4.3.4 Delaying responsibility in research accountability. Finally, our participants indicated that
determining who bears responsibility for the ethical implications of using LLMs is challenging. At
times, they expressed reluctance towards stringent regulatory guidelines and opted to postpone
dealing with ethical issues in their projects.

In discussions about accountability with using LLMs within HCI research, participants noted the
ambiguity in determining where responsibility lies regarding the ethical concerns of using LLMs.
They highlighted the notion of distributed responsibility across the Al supply chain, emphasizing that
multiple stakeholders share the responsibility for ensuring that the use of LLMs within research
is ethical. Participants highlighted the LLM provider’s responsibility to implement safeguards
preventing users from sending sensitive personal data to the model. For instance, P8 discussed their
confidence in LLM providers, sharing how they “believe OpenAI has done a decent job in making a
model safe in general” P2 presented a similar perspective:

“When professionally something wrong happens, it needs to follow the chain of command.
So, who is the person most directly responsible? It’s actually the user, right? The user did
something with my system, and it created a harmful output, and then the user will say,
well, the system wasn’t designed well enough for me to know it’s gonna create this harmful
output. I should have been warned. In that case, the responsibility falls on me. And then I
could move it up the chain of command to say my advisor shouldn’t have let me release
this system if it was gonna produce harmful output, or I could say OpenAl is irresponsible
for releasing a project that they are publicizing as being broadly accessible and safe.”

Partially due to the difficulty in determining “distributed responsibility” for some HCI researchers,
addressing ethical concerns could be relegated to future work. They viewed it as imperative, as HCI
researchers focused on system-building, to explore emerging technologies and develop new tools
and interactions with them. As articulated by P6, “we are the system builders, and we think about
the unique benefits the new technology can bring to the users and enhance the user capabilities.” This
perspective underscored the desire to continue building tools, even as researchers acknowledged
the biases associated with LLMs.

Sometimes, participants even expressed resistance towards prescriptive regulations, which they
perceived would suppress innovation in HCI research. They emphasized that external constraints
on LLM usage, especially given its role in everyday research practices, would slow down their
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research. LLMs were also perceived to lack the stability necessary for regulation. As P12 described,
“the challenge is the regulation needs to come much later rather than early. If you come up with
regulations too early, you may kill innovation, and on the other hand, you don’t know what you want
to regulate because the representation of the product hasn’t been stabilized yet.”

5 Discussion

Our results highlight the various ways in which HCI researchers integrated LLMs in their research
projects for the purpose of research ideation (e.g., finding novel research areas), data collection
and analysis (e.g., qualitative coding), preparing artifacts (e.g., drafting research publications), and
more. Many participants were aware of the potential ethical concerns related to using LLMs in HCI
research, including the harms of engaging with LLM outputs, threats to the privacy of participant
data, intellectual integrity, and environmental and societal impacts. However, the sociotechnical
assemblage of LLMs mediated researchers’ diverse approaches to these ethical concerns.

While HCI researchers increasingly use LLM-based tools within their ‘everyday’ practices, our
research community still lacks well-established guidelines and best practices, contributing to the
complexity of navigating ethical considerations. In addition, researchers noted a perceived lack of
control over the functionality and outputs of LLMs. Unlike previous tools where researchers had
more predictability and influence over the behavior, LLMs presented outputs that may not always
align with explicit instructions. Finally, many participants spoke of the challenges of navigating
ethical concerns within the broader ecosystem of the ‘LLM supply chain’ [27]. Below, we present
the implications of researchers’ approaches and opportunities for HCI researchers to better engage
with ethical considerations of LLMs as part of their projects to support the formation of emerging
ethical norms in LLM-impacted HCI research.

Proactively engaging with IRB and other regulatory institutions. Within the U.S. context,
Institutional Review Boards (IRBs) are responsible for reviewing and monitoring research activities
to protect the rights and welfare of human research subjects [82]. One of the primary responsibilities
of the IRB office is to assess whether “risks to subjects are reasonable in relation to anticipated
benefits” [81]. Given their expertise in ensuring ethical conduct in research practices, the IRB office
may be well-positioned to advise on identifying ethical concerns and potential prevention strategies.
To establish whether a research study will undergo a comprehensive review, they determine if it is
a minimal risk study where the “probability and magnitude of harm anticipated in the research are
not greater than those ordinarily encountered in daily life” [81].

Our findings reveal that most HCI researchers did not consider it necessary to report their usage
of LLMs to the IRB, partly due to their perception of LLMs as everyday tools. According to some,
their scope of use did not justify including additional details, while others did not anticipate their
use of LLMs at the time of submitting the IRB application. For those who disclosed their use of LLMs
to the IRB, they used the minimal risk rule [81] to indicate that research subjects would typically
encounter harmful outputs in their daily life as well. However, these practices can have short-term
and long-term adverse implications. In the short term, the opacity in research practices (e.g., which
tools are used to generate research artifacts or analyze data) might lead to challenges in replicating
studies [53] and understanding the motivation and effects of methodological decisions [98]. In the
long term, the consequences of limited disclosure might extend beyond individual studies to shape
the trajectory of the community, for example, by informing us which research topics we pursue.

We invite HCI researchers to proactively engage with the IRB at the time of study design to
unpack the likelihood and ways in which any potential LLM use might harm our participants. This
includes careful reflection and documentation of any implicit or anticipated use during the project
planning stage. Furthermore, researchers should actively implement mechanisms to monitor LLM
outputs and any adverse impacts on participants throughout the project life-cycle, mainly if used for
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system building. In addition, openly communicating and collaborating with IRB members to uncover
potential harms is also important to increase transparency. Embracing guidelines, policies, and
oversight is essential for ensuring responsible development and use of these technologies. Bockting
et al. [6] urged scientists to oversee the use of generative Al because “controlling developments in Al
will require a continuous process that balances expertise and independence.” We call for collaborative
efforts between researchers, policymakers, and generative Al companies to create a set of ‘living
guidelines’ for the responsible use of generative Al in research [6].

Re-examining the informed consent process. In our study, researchers acknowledged the
limited transparency to their study participants, either by not disclosing LLM use (e.g., considering it
irrelevant unless directly involved in system building) or by characterizing the underlying technol-
ogy as Artificial Intelligence (AI). This was often rationalized to avoid overwhelming participants
with seemingly unnecessary technical details. However, terminologies can be powerful too: they
shape narratives around capabilities and set expectations for use [18]. Al can appear ‘magical’,
where systems are considered reliable and free of bias [59]. In contrast, LLMs have specific evidence-
based, known risks [120] that must be clearly communicated to research subjects. For example, in
March 2023, a bug allowed some ChatGPT users to see the titles of other users’ chat histories [10].
It is important to recognize how research practices might place participants’ safety at risk [103].

Researchers should carefully attend to the informed consent process for projects involving LLMs
across different research stages. We describe above how participants interacting with LLM outputs
can lead to several risks, including amplifying socially harmful biases, creating convincing yet
false information, and exposure to toxic or discriminatory language. The consent process must
also attend to scenarios where subjects may not directly interact with the LLMs, but their data is
sent to the model (e.g., for analysis or writing), posing similar threats to privacy and agency. A
well-established body of research on informed consent in research advocates for moving beyond ob-
taining consent as ‘instrumental in nature’ [51] only to satisfy regulatory and reporting obligations
[62]. Research participants need to have a clear understanding of the objectives of the research,
methods, and procedures, as well as any foreseeable risks that may arise from direct interaction with
LLMs or if their data is processed by these models [41]. How might informed consent facilitate a
collective, continuous sense-making process between the researcher and participant to understand
the implications and ethical concerns of using LLMs? Nonetheless, it is crucial to highlight that
documentation, transparency, and adequate informed consent might help identify and prevent
issues. Still, they cannot substitute for efforts to mitigate ethical concerns using LLMs.

Developing tools, methods, and processes to interrupt the LLM supply chain. Over the
last few years, progress in NLP has been characterized by the development of larger language
models [4] requiring substantial computational resources and access to extensive datasets that
have been challenging to obtain outside big companies and well-funded research labs. As a result,
large language models are increasingly organized within a supply chain and produced by several
interconnected actors. Cobbe et al. [27] describe the algorithmic supply chain as a pipeline where
‘several actors contribute towards the production, deployment, use, and functionality of Al technologies.’
In the case of large language models, companies providing LLMs ‘as a service’ offer access to pre-
built general-purpose models. As a result, LLM providers hold a lot of control over the distribution
and development of the underlying technologies, including how to identify and address ethical
concerns. Researchers in our study, situated downstream within the algorithmic supply chain,
described a lack of control to examine and mitigate ethical issues. While some expressed a lack
of desire, others struggled to pay off ethical debt [94] accrued through components developed
upstream in the supply chain. How might we then interrupt the supply chain and shift control
downstream: could we imagine tools where researchers can set up and maintain the infrastructures
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needed to integrate large language models in their workflow? How might such tools center a
proactive approach to identifying ethical concerns?

We recognize the barriers to navigating ethical concerns when researchers depend on Al service
providers to access these tools. A significant practical cost is associated with choosing a language
model that attends to ethical concerns. While our participants only used general-purpose Al models
at the time of this study, it is important to note that several customized LLM-based research tools
(e.g., academic paper writing [57, 100], conducting literature reviews [32, 111], or assisting with
data analysis [54, 97]) are now available. These specialized tools offer several opportunities to
address the ethical concerns raised by our participants. First, customized LLMs can be designed
to implement stricter data privacy protocols [127] that are aligned with established research best
practices, ensuring that data handling complies with institutional standards. Second, these tools
can incorporate advanced safety filters and monitoring mechanisms to prevent exposure to harmful
or discriminatory language [52]. This can help create a safer environment for research subjects
interacting with LLM-based applications. Third, specialized LLMs could also allow for greater
control over the model’s behavior, preventing malicious use outside the scope of the research
project [116]. Finally, specialized LLMs can also offer greater transparency compared to general-
purpose models, specifically in terms of the data they are trained on and how the model processes
queries. This transparency can help ensure the research findings are reliable and valid.

There have been established efforts to develop shared guidelines for a broader community of
computer science, such as ACM authorship policy on using Al tools* and conference-level policy
from CHI 2025° on the use of large language models. Specifically, these policies set clear boundaries
on how Al tools can generate paper content, emphasizing the importance of transparency and
proper attribution. We argue that there remains a significant gap in guidance for other phases
of research, such as data collection, analysis, and participant interaction. We need guidelines to
sufficiently address risks that surface in interactive settings, which is standard in HCI/CSCW
research. We need procedures that, first and foremost, help researchers assess if, when, and how to
use LLMs in their workflow. Suppose LLMs are integrated at any stage where research subjects
or their data interact with these models. In that case, researchers must have resources to address
transparency, user consent and refusal, privacy, and methodological validity considerations.

Our findings suggest opportunities to create tools, methods, and processes to support HCI
researchers in better navigating the ethical considerations of integrating language models into
their projects. For example, known evaluation frameworks for the use of LLM simulations, such
as CoMPosT [24], make LLMs’ limitations transparent by helping researchers measure models’
susceptibility to caricature. Existing privacy guidelines for advanced Al assistants powered by LLMs
cover norms on input and output privacy of data use and data disclosure privacy when communi-
cating with second parties [44]. Evaluation frameworks of human-language model interactions
provide researchers with design metrics when constructing interactive LLM systems involving
users [63]. However, evaluating the use of LLMs in research requires a multi-faceted approach
extending beyond capability, reliability, stereotyping harms, and alignment metrics. In addition
to evaluation tools for LLMs for research-specific purposes, there is a growing call for auditing
LLMs across technology providers, model development, and downstream applications, covering the
LLM supply chain ecosystem [79]. Auditing tools of LLMs will be crucial for overseeing whether
technology providers maintain ethical standards and ensure responsible development of LLMs,
including transparent policies on user data handling.

4https://www.acm.org/publications/policies/new-acm-policy-on-authorship
Shttps://chi2025.acm.org/for-authors/papers/
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A potential issue of depending on the black-box LLMs from service providers, which was
also discovered in our findings, is the risk of inheriting the biases and misinformation from
upstream in the LLM supply chain. To address these ethical challenges, it is essential to develop
frameworks and tools that empower researchers to host and manage their LLMs for research. Prior
studies have provided a comprehensive and practical guide for practitioners and end-users to work
with LLMs [126], focusing on closed-source LLMs such as ChatGPT. New technological support
in streamlining that process is needed to offer more autonomy and control for researchers in
integrating LLMs into their research workflow. By providing these capabilities, researchers would
be able to actively engage with and mitigate ethical concerns.

Creating learning opportunities and materials for ethics of LLM use in HCI. Researchers’
awareness of ethical issues related to LLMs influenced how they addressed these considerations
in their projects. Many researchers described LLMs as unfamiliar territory, lacking the training
and well-established guidelines to approach ethical concerns with this emerging technology. We
could draw on lessons from scholarship in FAccT, STS, NLP and other allied domains, as well as
industry resources, to develop learning opportunities, such as toolkits [101], guidebooks [86], or
frameworks [29, 83], for understanding and addressing ethical concerns with using LLMs. Achieving
this requires particular attention from the HCI community to collaboratively explore how LLMs
are used in different stages of HCI research.

Conferences are a valuable starting point to promote cross-institutional learning. We propose
organizing workshops and panels (such as [102]) with interdisciplinary experts in sociotechnical
understanding of LLMs to raise awareness on the impacts of using LLMs. Additionally, we call for
creating and disseminating case studies (e.g., [87]), potentially included in newsletters, illustrating
how HCI researchers actively address ethical concerns related to LLMs. A repository of case studies
covering diverse HCI domains and epistemologies might also offer resources for preventing and
mitigating ethical concerns. Education on research ethics for LLM use should be a necessary com-
ponent of HCI research and practice, given LLMs’ well-documented risks and adverse impacts [120].
One avenue is incorporating such case studies into the HCI curriculum, mainly if targeted toward
research students, to provide real-world examples that help build their awareness of these issues.

Shifting academic incentives to foreground ethical concerns. Throughout the interviews,
we observed that researchers could generally foresee potential ethical concerns with LLMs, often
drawing from their familiarity with the literature or discussions with other researchers. Nonetheless,
some participants went on to articulate their reason for not prioritizing these ethical considerations
in their projects. Researchers described how constraints such as limited funding, pressure to
publish, and conference deadlines often came in the way of focusing on ethical concerns. The
need to address ethical issues could then be relegated to the limitations or future work section,
reflecting broader perceptions within Computer Science research that ethics are often viewed as
secondary considerations. Indeed, Do and Pang et al. [31] discussed how academics might have a
lower incentive to examine unintended consequences of their research (also observed in our study)
in contrast with industry practices.

There is a renewed urgency to reconsider research ethics practices within HCI and how we
navigate challenges presented by emerging technologies such as LLMs. We take inspiration from
Do and Pang et al. [31] and Soergel et al. [108] to propose starting points for changing structural
incentives within academia. Publications and citations are the currency and means for upward
mobility in research. Could we shift the criteria for recognition and funding to explicitly recognize
attention to ethical considerations in research practices? Publishing organizations, funding agencies,
and regulatory institutions will play a crucial role in reshaping incentives. Most importantly, HCI
researchers must acknowledge how they actively shape the discourse around associated risks
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and ethical considerations through their research and work actively towards a cultural shift,
demonstrating a commitment to LLMs’ ethical use.

6 Limitations and Future Work

Our study sheds light on the emerging practices regarding LLM ethics among HCI researchers, but it
has limitations due to its exploratory nature. Firstly, while we sought to offer a deep understanding
of how HCI researchers navigate LLM ethics, our sample was constrained by our snowball sampling
method. HCI research encompasses many diverse research traditions that we could not include in
our study. This limitation highlights the need for more comprehensive and systematic future studies.
Our interview sample primarily consists of researchers from the USA, and future research may want
to explore further the ethical challenges and practices related to using LLMs by researchers from
other regions. Secondly, our study has a potential selection bias: we may have primarily attracted
respondents who are conscious of their LLM usage and are open to discussing their experiences
in a research setting. To gain a broader perspective, future research should explore how ethical
practices with LLMs vary across different research methodologies, domains, and settings, including
both industry and academia.

7 Conclusion

In this paper, we drew empirical data from a survey and interviews to explore how HCI researchers
have currently integrated LLMs into their research practices, what ethical concerns they have
encountered, and how they’ve navigated those concerns. Our results suggested that although HCI
researchers have used LLMs across their research processes and are aware of a wide variety of
ethical considerations, in many cases, they have challenges in effectively identifying and navigating
those concerns in their projects. Reflecting on these findings, we discuss potential approaches to
support the formation of emerging ethical norms for using LLMs in HCI research. We encourage
HCI researchers to proactively engage with IRB and collaborate with policymakers and generative
Al companies to create guidelines for the responsible use of LLMs. We also identify the need to
re-examine the informed consent process and provide technological support to interrupt the LLM
supply chain. In addition, we discuss the importance of creating learning opportunities for the
ethics of LLMs use in HCI and shifting academic incentives to prioritize ethical concerns.
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