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Abstract fnd in-depth cultural knowledge and dialects to be most impor-
tant for accurate hate speech annotation – knowledge which social Social media platforms played a signifcant role in spreading geno-
media platforms do not prioritize. Even amongst experts, disagree-cidal content in the 2020-2022 Tigray war, where the deadliest 
ments are high (71%), dropping to 40% after deliberation meetings. genocide of the 21�� century was committed. While linguistic ex-
Based on these results, we present 7 recommendations to improve pertise is clearly needed to adequately moderate such content, we 
hate speech annotation and moderation practices. ask: What additional expertise is needed? Why and to what extent 

do experts disagree on what constitutes harmful content, and what 
is the best way to resolve these disagreements? What do social CCS Concepts 
media platforms do instead? We examine these questions through • Human-centered computing → Social media; Empirical 
a 4-month study with 7 experts labeling 340 X (formerly Twitter) studies in collaborative and social computing. 
posts, and by interviewing 15 commercial content moderators. We 
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1 INTRODUCTION 
A number of researchers, journalists and victims of genocide have 
documented the extent to which social media platforms have spread 
genocidal content [18, 79, 93], leading to lawsuits against companies 
like Meta by victims of genocide and civil society leaders [5, 48]. 
This failure to adequately moderate genocidal content, especially in 
languages and regions major social media platforms do not invest in, 
has been discussed in a number of contexts [18, 75, 78]. For example, 
the 2020-2022 war in the Northern Ethiopian region of Tigray has 
been described as the worst genocide of the 21�� century thus 
far [63], with hateful content rampant on social media platforms 
during the war [33, 52, 70]. However, while operating in Ethiopia, 
a country with a population of 128 million1 people speaking an 
estimated 100 languages [17], Facebook only supported “two of 
those languages for integrity systems” according to documents 
released by whistleblower Frances Haugen [65]. 

Investing in enough content moderators with appropriate lin-
guistic knowledge is a baseline requirement for moderating hateful 
content. But in this paper we ask: 

(1) What additional expertise do content moderators need to 
appropriately moderate hateful content? 

(2) To what extent do moderators with the necessary expertise 
agree on how social media posts should be categorized fol-
lowing the platforms’ guidelines? For instance, do experts 
agree on which posts should be marked as violent, abusive, 
or neutral? If not, what are the sources of their disagreements 
and how do they resolve these disagreements? 

(3) What types of expertise do social media platforms value, 
and how do those compare with the necessary expertise 
identifed by our work? What processes do social media 
platforms use to resolve disagreements amongst content 
moderators, and how do those compare to processes we 
identify to be important in resolving disagreements? 

We explore these questions in the context of the 2020-2022 Tigray 
war, and perform a 4-month study with 7 expert annotators and 
interview 15 commercial content moderators. In collaboration with 
our annotators, we frst created a dataset of 5.5M X (formerly Twit-
ter) posts that could pertain to the Tigray war. Our annotators, 
consisting of journalists, activists, data archivists, refugee advo-
cates, and former content moderators with linguistic, cultural and 
dialectical knowledge, then jointly labeled 340 of these posts (see 
Section 3 for details). We found that dialectical knowledge includ-
ing slang terms was crucial in identifying harmful posts, but there 
was still high disagreement amongst experts with the same level 
of granular knowledge. Our study participants resolved these dis-
agreements through deliberation meetings where each post they 
disagreed on was annotated by the reason of disagreement, and f-
nal labels decided on after discussion. While our experts started out 
disagreeing 71% of the time, this dropped to 40% after 5 deliberation 
sessions. 

1https://data.who.int/countries/231 

To fnd out what types of expertise social media platforms recruit 
for vs. the expertise we found to be important, and how they han-
dle disagreements amongst content moderators, we furthermore 
interviewed 15 commercial content moderators with a minimum of 
1-year experience. While these moderators valued in-depth famil-
iarity with dialects, cultural practices, and broader social contexts, 
platforms preferred superfcial cultural awareness and language 
skills of dominant languages in a region. In spite of the high dis-
agreements amongst experts found by our study and the need to 
have clear processes for resolving them, we found that content 
moderators are prevented from raising such disagreements by or-
ganizational hierarchies, exploitative working conditions and in-
fexible platform policies. Thus, improving the working conditions 
of content moderators, and providing them with space to have 
disagreements they deliberate on, are imperative for appropriate 
moderation of harmful content. 

In summary, the main contributions of this work are: (1) We 
provide insights into the types of expertise and skills needed to 
appropriately moderate harmful content, and how those difer from 
the expertise prioritized by social media platforms. (2) We fnd high 
disagreement in labeling harmful content even amongst expert 
groups, that is best resolved in deliberation meetings, whereas 
commercial content moderators are hindered from expressing their 
disagreements during the moderation process. (3) We illustrate how 
current working conditions and processes restrain moderators from 
exercising their expertise and raising disagreement, and provide 
suggestions for better content moderation practices to curb the 
dissemination of harmful social media content. 

2 RELATED WORK 

2.1 Disagreement in Data Annotation 
There has been extensive research on annotator disagreement when 
labeling hate speech [85], toxicity [31, 81], and misinformation [95]. 
Disagreement can be caused by problems with defning and design-
ing annotation tasks, such as task difculty or unclear annotation 
description [40]. Another well-studied source of disagreement is 
annotators’ subjectivity, as their race [58, 61], age [24, 66], educa-
tion level, personality [37, 66], language [66], personal beliefs and 
values [16, 68], political orientation [37], and knowledge of hate 
speech [84] can afect annotation practices and thereby the anno-
tated data. Annotators’ judgments about diferent social groups are 
also subject to normative social stereotypes, resulting in a biased un-
derstanding of language directed toward marginalized groups [19]. 
Davani et al. [20] have further examined the infuence of individual 
and geo-cultural variations on understanding ofensive language 
and highlighted the signifcance of including diverse perspectives 
in annotation. An additional source of difculty with annotator 
reliability and consistency is language’s ambiguous and contextual 
nature [10]. Thus, ambivalence in words and phrases that can allow 
multiple interpretations, the lack of context to interpret them, and 
the inherent subjectivity in their interpretation can all result in 
variations in annotation [8, 90]. 

Researchers and practitioners have suggested various method-
ological and technical solutions to efectively deal with annotation 
disagreements, although majority voting is still the primary choice 

https://doi.org/10.1145/3706598.3714010
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[28, 60]. For instance, Gordon et al. [34] and Davani et al. [21] pro-
pose methods to predict each annotator’s labels before modeling or 
aiming to resolve annotator disagreement. These methods are use-
ful when getting a representative pool of annotators is impossible 
[34]. Others propose diferent methodologies to take expertise into 
account in the data annotation process [10, 22, 28, 56, 77, 88, 91]. 
Although these works studied the process of annotating harmful 
content and called for involving expert annotators, the consistency 
of annotations and causes of variation among experts remain an 
open question. We add to this line of work by exploring the extent 
to which experts agree in their annotations and examining the main 
sources of their disagreements. While experts are best positioned 
to provide well-informed decisions, we still fnd high levels of dis-
agreements amongst them, which deliberation meetings are crucial 
in resolving. 

2.2 Expertise in Content Moderation 
Content moderation is, in a way, data annotation put into practice 
in real-time or near real-time. Social media platforms, for instance, 
rely on content moderators to improve the safety of their plat-
forms [32], with human moderators annotating content to decide 
whether a post should stay online or not [64]. Social media plat-
forms also use content moderators’ annotations to train hate speech 
detection and other models [30]. As moderators’ decisions greatly 
infuence the content delivered to users of the platforms and society 
at large [35], researchers have advocated for designing better mod-
eration strategies that account for diverse perspectives. Fleisig et al. 
[28] recommend, for instance, recruiting representative groups to 
capture better labels. Vaccaro et al. [80] suggest that platforms in-
volve diverse groups in designing their policies, facilitate efective 
communication, and provide emotional support to moderators. Oth-
ers have called for investing in a workforce of moderators with a 
deep understanding of the moderation policy as well as the cultural 
contexts of the content to be moderated [88], and involving na-
tive language speakers and local experts in crafting context-aware 
content moderation policies [91]. 

Prior studies on content moderation primarily focus on Western 
contexts that do not pertain to genocide during armed confict. The 
few studies that have focused on a genocidal context discuss the 
2016-17 genocide of Rohingya communities in Myanmar [14, 27, 62]. 
Rio [62] documents the spread of hateful and violent language tar-
geting the Rohignya, and Brooten [14] and Fink [27] describe the 
weaponization of platforms such as Facebook to “stoke fear, nor-
malize hateful views, and facilitate acts of violence against the 
Rohingya and other Muslim communities in Myanmar.” Stecklow 
[75] notes commercial social media platforms’ insufcient alloca-
tion of resources, such as content moderators fuent in local lan-
guages. Nkemelu et al. [54] stress the need to involve what they 
call context experts, people with “deep and personal knowledge 
of the context resulting from their lived experience,” in the cre-
ation of automated tools to detect hate speech targeting Rohignya 
communities. Similar to those focused on Myanmar, the very few 
works analyzing the impact of social media platforms on the Tigray 
war either study campaigns spread by specifc networks [15], the 
shortcomings of automated hate speech detection tools [78], or 
the companies’ failure to adequately resource content moderation 

in the relevant languages and enforce their own policies during 
conficts [18]. 

Our paper goes beyond calls to increase content moderators 
speaking various languages, presenting a granular analysis of the 
expertise and procedures needed to moderate genocidal content. 
Moderators participating in the Data Workers’ Inquiry project noted 
that social media platforms disregard their perspectives, devalue 
their expertise, and penalize and fre them when they organize for 
better working conditions [2]. We further detail how these work-
ing conditions impact content moderators’ ability to exercise the 
necessary expertise to efectively moderate harmful content, espe-
cially during armed confict where the speed with which genocidal 
content is curbed is more crucial than other contexts. 

3 METHODS 
In this section, we outline our methodologies for designing and 
executing two studies. First, we discuss the design and execution 
of our expert annotation study, in which 7 study participants spent 
4 months annotating hateful social media posts pertaining to the 
Tigray war. 2 We then describe the interview study with 15 com-
mercial content moderators. The data annotation study gave us 
insight into the expertise needed to identify and classify hateful 
social media posts, quantifed the level to which even people with 
necessary expertise disagree, and identifed efective processes to 
address these disagreements. The interview study allowed us to 
compare our fndings to the practices of commercial social media 
platforms, and to provide recommendations for better moderation 
practices given the input of commercial content moderators. 

3.1 Expert Annotation Study 
3.1.1 A Brief Background on the Tigray War. We anchored our 
study on the 2020-2022 Tigray war, given the documented conse-
quences of inadequate moderation of genocidal social media posts 
pertaining to this war, the staggering number of lives lost, and 
the diferent languages and contexts needed to identify hateful 
language in this context [6, 94]. Tigray is a region in the north-
ern part of Ethiopia, the second most populous country in Africa 
and the most populous landlocked country in the world.3 The re-
gion has a population of approximately 7 million ethnic Tigrayans 
and is estimated to comprise 6% of Ethiopia’s population [53]. The 
Tigray war is reportedly the deadliest armed confict of the 21�� cen-
tury [39, 83], with an estimated 600,000-800,000 casualties [59]. The 
warring parties were the Ethiopian National Defense Forces (ENDF), 
Eritrean Defense Forces (EDF), Amhara Regional Forces (ARF) and 
Amhara Militia (Fano) on one side, and the Tigray Defense Forces 
(TDF) on the other [26, 46, 87]. One of the longest recorded block-
ades in history was instituted during this war, with the Ethiopian 
government blocking access to phone and internet, and preventing 
the entry of food, fuel and other essentials to Tigray for two years, 
resulting in the mass starvation of Tigrayans [29, 36, 82, 89]. A 
number of human rights organizations have documented ethnic 
cleansing against Tigrayans perpetuated during the war, with at 
2This 4 months includes the time spent in discussions to understand the categories and 
their respective explanation of the platform’s policies. In addition, some deliberation 
meetings took longer than an hour. Hence, the remaining disagreed posts are discussed 
in the following week.
3https://achpr.au.int/en/member-states/ethiopia 
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least 100,000 Tigrayan women estimated to be victims of rape as a 
weapon of war [38]. The most comprehensive report on the topic 
was published by Newlines Institute in 2024, and asserts that a 
genocide has been committed against the people of Tigray [63]. 

3.1.2 Participant Recruitment. We recruited participants with the 
following characteristics: 

(1) Most are native speakers of the dominant languages spoken 
by the warring parties (Tigrinya by EDF and TDF, Amharic 
by Fano, ARF, and ENDF), with some of our participants 
also speaking Arabic and Tigre (other dominant Eritrean 
languages). All participants are fuent in English, the lan-
guage in which a signifcant amount of social media content 
is generated by the warring parties. 

(2) Our participants are a mix of journalists exiled by the warring 
parties for their critical coverage, activists who have been 
independently archiving social media data pertaining to the 
war, dissidents who are targeted by the warring parties and 
are faced with social media harassment campaigns that result 
in physical attacks, and former content moderators whose 
full time job was to moderate this content for major social 
media platforms. 

Table 1 summarizes the relevant backgrounds our annotators 
have, in addition to their linguistic knowledge. 

3.1.3 Codebook Design. We based our codebook on X’s policies 
pertaining to hate and violence on the platform.4 Specifcally, the 
codebook follows X’s policies to classify posts under Hateful Con-
duct, Violent Speech, Abuse and Harassment, Violent and Hateful 
Entities, and Glorifcation of Violence (accessed between Septem-
ber and December 2023). Posts can violate multiple policies: for 
instance, there are insults and slurs that can fall under both Abuse 
and Harassment and Hateful Conduct. After studying the initial 
codebook, our annotators held discussions to identify what they 
believed was missing to fag hateful content that was spreading on 
X during the confict. This led to adding subcategories that distin-
guish between verifed misinformation and suspected misinformation 
under misinformation. We added categories like I do not understand 
and I can not read the language to ensure that annotators only label 
posts they understand. Labelers could also skip posts they did not 
believe they had adequate context to classify. 

After this step, the codebook contained 10 categories: misinfor-
mation (verifed or unverifed), violent speech, abuse and harassment, 
violent event denial, dehumanization, neutral, irrelevant, I do not 
understand (lacks context), and I can not read the language. 

3.1.4 Gathering Social Media Posts. We used the now-defunct Twit-
ter Academic API to extract all posts that could pertain to the Tigray 
war. To do this, we frst gathered 209 keywords and key phrases,5 

including known slurs and slangs used during the war, words that 
can be neutral like “Ethiopia,” “Eritrea” and “Tigray,” and the words’ 
variants like “Tigrai” and “Tgrai.” Our keywords consisted of terms 
in English, Amharic, Tigrinya, and Arabic and were created in 
collaboration with our expert annotators. We retrieved X content 
posted between January 1, 2018 and January 15, 2023 that included 

4https://help.x.com/en/rules-and-policies 
5https://github.com/nuredinali/Social-Media-Harms-Keywords 

these keywords, and further cleaned the data to remove noisy key-
words and terms for which most posts are unrelated to Ethiopia, 
Eritrea or the Tigray war. For example, we removed tweets in Span-
ish, Portuguese, and Catalan containing the keyword “junta,” a term 
that was used by the Ethiopian government and its allies to describe 
Tigrayans and their supporters [63] but is a common word used in 
contexts unrelated to ours in these languages. The fnal dataset com-
prises 5.5 million posts, including original tweets, quoted tweets, 
and replies. 

3.1.5 Annotating Social Media Posts. Each week, we randomly 
selected 55 tweets from our dataset and assigned them to our an-
notators to label according to the codebook. 6 We decided on 55 
posts per week to restrict the participants’ exposure to harmful 
content to a maximum of one hour per day, based on feedback from 
participants and the psychological impacts this content can cause 
[11, 73, 74]. After each round of annotation, our expert annotators 
spent a minimum of 60 minutes discussing their disagreements and 
arrived at a fnal agreed-upon label for each post after deliberation. 
They also documented the sources of their disagreements and the 
processes by which they resolved them. They performed 5 rounds 
of annotations via LabelStudio7 and classifed a total of 340 X posts. 

Table 5 in the appendix gives examples of annotated posts, their 
translations to English, and the categories they were classifed to. 
For instance, one post reads: “#Eritrea #Ethiopia #HOA appreciate 
@[anony]@[anony] rebufng Z @[anony] called @[anony] meet-
ing. #TPLF spewed #FakeAxumMassacre needs investigation. But, lies 
mustn’t be basis to harass sovereign nations. #TPLFstartedTheWar #Er-
itreaPrevails #StopScapeoatingEritrea.” The post includes the hash-
tag #FakeAxumMassacre which emerged shortly after the hashtag 
#AxumMassacre which was used to highlight the killing of hun-
dreds of unarmed civilians inside a church in the city of Axum, 
Tigray in November of 2020 [4, 7, 86]. Even though the event was 
recounted by survivors and investigated and corroborated by the 
likes of Amnesty International, Human Rights Watch and Associ-
ated Press, all of whom attributed the killings to Eritrean troops 
(EDF), this post claims that the massacre is “fake”. Our annotators 
thus classifed this post into the “Violent Event Denial” category. 

3.1.6 Analysis. We used multiple quantitative methods to assess 
disagreements between annotators. We used Krippendorf’s Alpha 
to measure disagreements between annotators’ initial labels (rather 
than their agreed-upon annotation after deliberation). Krippendorf’s 
Alpha is widely used to measure annotator variations and accounts 
for missing data where each instance is not labeled by all anno-
tators [43]. In addition to Krippendorf’s Alpha, we used metrics 
for “complete agreement,” measuring whether annotators agree on 
all labels assigned to a particular post (e.g., whether a post should 
be labeled both as Abuse and Dehumanization), and “at least one 
class agreement” which measures if annotators agree on at least one 
label assigned to a post. A complete agreement of 60%, for instance, 
indicates that our annotators agreed on all of their labels for 60% 
of posts. Whereas a score of 60% for at least one class agreement 
indicates that the annotators agreed on at least one label on 60% of 
the posts they labeled. 
6During the second round, annotators were given 2-3 weeks as the round contained 
120 posts.
7https://labelstud.io/ 

https://7https://labelstud.io
https://5https://github.com/nuredinali/Social-Media-Harms-Keywords
https://4https://help.x.com/en/rules-and-policies
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Table 1: The expert annotators involved in the annotation process. Each of these experts worked for at least two years in their 
respective areas. 

Area of expertise Description 

Journalists Reporters who cover the East African political landscape, focusing on Ethiopia and Eritrea. We 
incorporated both freelance journalists and those who work full time at specifc news media 
agencies. 

Activists Activists focusing on human rights in the region. We incorporated both independent activists 
and former employees of human rights organizations. These activists’ advocacy ranges from 
highlighting government repression to providing frsthand accounts of the atrocities committed 
during the Tigray war. 

Content Moderators Individuals who have spent time working as content moderators in a particular market/region 
and are also from the specifc society where they moderate. 

Data Archivists Individuals who spent considerable time independently archiving hateful posts on various 
social media platforms during the Tigray war. The archived posts violated platform policies 
but were not moderated. Data archivists have a large possible overlap with activists. 

We held deliberation meetings and documented instances where 
annotators discussed why they did not have the necessary expertise 
to label a particular post, or when some annotators explained the 
context of a post to others who did not have the same understanding 
as them. This allowed us to identify the additional expertise needed 
to understand the specifc context relevant to a post that others 
did not understand. We also used the notes accompanying each 
deliberation meeting to identify the main themes of disagreement 
amongst the annotators. To achieve this, we conducted a thematic 
analysis [13] of the notes to identify core themes. 

3.2 Interview Study with Content Moderators 
To compare the fndings from our expert annotation study to the 
practices of major social media platforms, we conducted semi struc-
tured interviews with 15 content moderators who are or were 
involved in moderating harmful content. 

Our interviews aimed to answer these questions: 
(1) What expertise is most valued by social media companies 

in recruiting content moderators, and how does this com-
pare to the expertise most valued by commercial content 
moderators? 

(2) What processes do social media platforms follow to resolve 
disagreements amongst content moderators, and how do 
they compare to the procedures content moderators would 
like to have? 

3.2.1 Participant Recruitment. We recruited participants by dissem-
inating fyers and interest forms on multiple social media platform 
groups for former content moderators in Africa. The fyers and in-
terest forms included the purpose of the study and asked interested 
participants to briefy describe their experience in moderation, the 
market they worked in (e.g., Ethiopia, South Africa, Nigeria), and 
the type of content they moderated. From the larger sample, we 
selected participants primarily involved in moderating harmful con-
tent, including violent speech, hate speech, abuse and harassment, 
misinformation, graphic content, nudity, and child abuse content. In 
addition to Ethiopia, we recruited participants focused on Nigeria, 
South Africa, Kenya, Uganda, and Somalia. But we oversampled the 

moderators who worked in the Ethiopian market as we wanted to 
compare the interview results with our expert annotation study and 
given the large scale of hate and violence spread on social media 
in the last few years in that market relative to the other markets.8 

Within Ethiopia, we selected moderators working in 4 markets: 
Afaan Oromo (a language spoken by the largest ethnic group in 
Ethiopia), English, Amharic and Tigrinya. 

In addition to content moderators, our sample included qual-
ity analysts (QA) and subject matter experts (SME) to incorporate 
insights from diferent roles. All participants worked for one of 
the largest social media platforms (which we pseudonymized as In-
stantChat here) through a particular business process outsourcing 
company (henceforth BPO) which we pseudonymize as OutMod-
eration. BPOs are third-party organizations to which social media 
companies often contract out their content moderation or data an-
notation. On average, our participants had 2-3 years of experience 
working as moderators. Refer to table 4 in the Appendix for details 
on the region/market of the participants. 

3.2.2 Interview Procedure. Each interview began with a participant 
describing their background and professional experience as a con-
tent moderator. Participants were asked about their roles, the types 
of content they moderated, InstantChat’s policies, and OutModera-
tion’s organizational structure. Our initial discussions focused on 
participants’ onboarding, recruitment and training, as well as their 
perceptions of the work in each of these stages. Next, participants 
described how disagreements over fagged content were handled 
within their teams, including the role of power dynamics and any 
challenges they faced. Finally, participants refected on how their 
background knowledge and lived experiences afect their work, and 
shared their preferred approaches to content moderation. All inter-
views were conducted online on Zoom, with the average length of 
the interviews being 64.8 minutes. Participants were compensated 
with 35 USD in their local currency. 

3.2.3 Qalitative Coding and Analysis. We conducted a thematic 
analysis [13] on the interview data using the software MAXQDA. 

8https://www.c-span.org/video/?515042-1/facebook-whistleblower-testifes-
protecting-children-online 
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We started our analysis by conducting open coding on fve inter-
views to closely examine the data. We then discussed our prelimi-
nary codes and potential themes, and completed open coding for 
the rest of the interviews. We conducted focused coding to identify 
main themes and organize and revise codes around them, having 2 
rounds of discussions to exchange our understanding of the data, 
refne the coding system, and structure the fndings. 

3.3 Positionality Statement 
More than half of the authors, including the frst author, are either 
Tigrayans whose friends and families were killed and had to fee 
during the genocide enacted on Tigrayans during the 2020-2022 
Tigray war, or Eritreans and other Ethiopians targeted (through on-
line bullying and harassment and ofine physical attacks) for their 
anti-war and anti-genocide stance. These authors saw frsthand 
the scale at which genocidal social media content was spreading 
unabated, which motivated them to investigate this content moder-
ation failure and the expertise needed for efective moderation of 
harmful content. Both our data annotation and interview studies are 
from the standpoint that a genocide was enacted on Tigrayans, and 
do not lend credence to perspectives that may say otherwise, which 
we fnd to engage in genocide denial. The author team’s expertise 
includes professional work in content moderation, research in hate 
speech detection and data labor, social media analysis, and ethical 
development of AI systems. Our experience advocating for data 
workers additionally motivated us to center content moderators 
in our critical examination of the commercial content moderation 
process. 

4 FINDINGS 
In this section, we outline the types of expertise necessary for mod-
erating harmful content, as found through our expert annotation 
study and articulated by commercial content moderators in our 
interview study (Section 4.1). We then measure the level of dis-
agreement amongst expert annotators during our annotation study, 
provide a descriptive analysis of the prevalence and causes of dis-
agreements amongst experts who annotate and moderate harmful 
content, and describe processes for resolving these disagreements 
(Section 4.2). Sections 4.3 and 4.4 discuss the expertise prioritized 
by social media platforms and the processes they use to resolve 
disagreements amongst content moderators, and compare them to 
the expertise and processes our interviewees found to be neces-
sary for efective moderation of harmful content. We have included 
additional interview quotes in Table 6 in the Appendix A.1 for fur-
ther reference. In summary, we answer the following questions: 
what expertise is needed to moderate hateful social media content 
efectively? To what extent do expert annotators disagree with an-
notating harmful content? what are their sources of disagreement? 
What expertise do social media platforms prioritize instead? What 
is the current disagreement resolution process and how does this 
compare with those deemed valuable by the content moderators 
and expert annotators? 

4.1 What expertise is needed to moderate 
harmful content? 

Our data annotation and interview studies uncovered common 
skills and expertise that are necessary to appropriately moderate 
harmful content. In addition to linguistic understanding, moder-
ators and annotators need to have specifc knowledge of dialects, 
in-depth knowledge of cultural contexts, and other domain ex-
pertise to identify and classify harmful content. In-depth cultural 
knowledge is also required to grasp rich cultural variations and 
understand nuances of terms across social contexts. Our interview 
participants further described mental resilience, concentration and 
patience, and ability to perform teamwork to be important skills to 
moderate harmful content. These latter themes were not as salient 
in our annotation study, given that annotators were not under time 
pressure to moderate content and were not exposed to harmful 
posts for more than an hour per day. Finally, our annotation study 
showed that thoroughly understanding and regularly consulting 
the codebook was important, and our interview participants fur-
ther stressed the importance of rigorous enforcement of platforms’ 
policies. 

4.1.1 Specific Knowledge of Dialects. Although it is clear that peo-
ple need to understand the language a particular content is in to 
gauge whether it is harmful, our study shows that knowledge and 
familiarity with dialects are important to classify harmful content 
even in the same language. For example, while most of our anno-
tators took the term “ -Ñ X�” to mean “one who eats people” (its 
literal translation), one of our annotators noted that this is a term 
commonly applied to describe leaders, with its more accurate mean-
ing in this context being “brutal.” This importance of dialectical 
knowledge was further stressed by our interviewees, where con-
tent moderators noted that OutModeration often expects them to 
moderate content in dialects they do not understand. 

4.1.2 In-Depth Knowledge of Cultural Contexts. During our anno-
tation study, we found that in-depth cultural knowledge was impor-
tant to discern the social and cultural connotations and contexts of 
particular content and to interpret them accordingly. For example, 
the word “ Ìú�” in Tigrinya means revolutionary, but among Eritre-
ans, “ Ìú�” is used to describe the Tigray People’s Liberation Front 
(TPLF), whereas this is not the case among Tigrayans. And during 
the Tigray war, the Ethiopian government and its allies often used 
the Amharic equivalent of the term ( Ìú�) to imply that all Tigrayans 
are members of the TPLF [63]. Our annotators learned about the 
diferences in the term’s connotations among diferent communities 
when discussing why they disagreed on labeling a post containing 
this word. The importance of this level of cultural knowledge was 
also echoed by content moderators in our interview study. 

4.1.3 Domain Expertise. In addition to dialectical and cultural 
knowledge, specifc types of domain expertise can be important 
to correctly classify harmful posts. For example, journalists may 
be better at identifying verifed misinformation compared to ac-
tivists or data archivists. Conversely, long-time refugee advocates 
working with specifc populations might be better at identifying 
slurs targeting those populations than journalists. As an example, 
our data annotators came across #There’sNoFanoinOromia a so-
cial media campaign, which claimed that the Amhara militia force 
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known as “Fano” was not present in the Oromia region of Ethiopia. 
Only an Ethiopian journalist amongst the annotators identifed this 
post as “verifed misinformation” because they worked on a report 
investigating that particular campaign. 

4.1.4 Familiarity with Specific Networks on Social Media Platforms. 
Through our data annotation study, we found that even those who 
had appropriate linguistic and cultural knowledge did not identify 
harmful content on social media if they did not spend enough time 
on these platforms to understand the type of content that was 
disseminated across diferent networks. For example, one of our 
annotators was in Tigray during the 2020-2022 war when there 
was a 2-year siege without Internet or phone communication.9 

In spite of being a primary target of hateful social media content, 
this annotator could not identify many genocidal terms targeting 
Tigrayans. 

An example of a post this annotator didn’t identify as hate speech 
is an Amharic post translated to “Clean the cockroaches.” In order 
to identify this post as genocidal content, one would need to know 
that the Ethiopian government and its allies regularly described 
Tigrayans as cockroaches and that the post was from an account 
belonging to a prominent activist who mostly disseminated anti-
Tigrayan content. 

In contrast, another Tigrayan annotator in the diaspora who 
spent an extended period of time independently studying and 
archiving harmful social media posts during the genocide quickly 
identifed this post as genocidal content. Their familiarity with 
the type of content disseminated on social media by various net-
works in the context of the Tigray war enables this annotator to 
quickly detect implicit calls for violence, recognize troll accounts, 
and understand their targets. 

4.1.5 Rigorous Understanding of Policy. In our annotation study, 
participants often consulted the codebook to remind themselves of 
how a particular post should be categorized. Sometimes, disagree-
ments were resolved when annotators jointly read the codebook 
together during the deliberation meetings. This need for a robust 
understanding of platform policies was also echoed by our intervie-
wees. Additionally, moderators further highlighted the importance 
of applying these policies rigorously because some of their col-
leagues aligned moderation practices with their political stances 
and ethnic backgrounds, retaining content that clearly violates 
platform policies but supports moderators’ views or opposes their 
enemies (discussed further in Section 4.2.2). 

4.1.6 Mental Resilience. Our interview participants pointed men-
tal resilience is a crucial skill for commercial content moderation. 
All participants highlighted the severe psychological distress they 
sufer due to their constant exposure to disturbing social media 
content, which is still present even after they stopped working 
as content moderators. Moderators’ working conditions, such as 
having to moderate a large volume of harmful content under strict 
time constraints, workplace surveillance and control, and the in-
ability to seek emotional support from friends and family members 
due to nondisclosure agreements, exacerbated the mental toll of 
commercial content moderation work. Therefore, our interviewees 

9https://www.accessnow.org/press-release/two-years-internet-shutdowns-tigray/ 

perceived the ability to be emotionally detached from work and 
stay mentally strong as crucial. 

This theme was not as salient during our data annotation study, 
given that our annotators were exposed to harmful content for a 
maximum of 1 hour per day as part of the study. However, some of 
our annotators were concurrently independently archiving harmful 
social media posts, and discussed the mental toll of being exposed 
to these posts for an extended period of time. This led us to start a 
wellness program for our team designed by a psychotherapist who 
treats secondary trauma. 

4.1.7 Concentration and Patience. Commercial content moderators 
work under strict time limits, during which they quickly have to 
understand and interpret fagged content while ensuring that they 
patiently analyze the entire content before making decisions. Given 
the volume of content they have to analyze, moderators have to 
furthermore ensure that they don’t lose concentration as the day 
progresses. Teka notes: 

“when you read [a piece of content,] maybe you’re 
tired [and] you might miss some words. (...) Some-
times you fnd very, very long tickets and maybe [the 
words that align with the policy and validate your 
moderation decision are] at the bottom of that long 
paragraph. So if you do not read the whole [content], 
you might not capture what is validating [your deci-
sion]. (...) [So] you have to be very patient [and] have 
to read keenly.” 

Our annotators also noted the need to sometimes further analyze 
the context of a post, even going back to the original post and ana-
lyzing its responses before making decisions. While they noted the 
importance of thoroughly analyzing posts to ensure that they are 
correctly interpreted, the need for concentration wasn’t highlighted 
by our annotators as they were not met with the volume of content 
that commercial moderators have to handle. 

4.1.8 Efective Teamwork. Our data annotators had regular delib-
eration meetings and discussed their perspectives on how posts 
should be annotated before jointly making decisions on posts they 
disagreed on. Our interviewees found this type of teamwork to be 
ideal: while moderators are expected to work individually on the 
tickets, they often collaborate in practice by, for example, helping 
each other understand unfamiliar content or contexts. Commercial 
content moderators might also informally discuss platform policies 
and controversial tickets so that they can reach a consensus and 
prevent their disagreements from reaching quality analysts. 

4.2 How much and why do experts disagree on 
fagging harmful content? 

Our expert annotation study allowed us to investigate to what 
extent annotators with the type of contextual expertise detailed 
in Section 4.1 disagree with each other in categorizing harmful 
social media posts. Our measurements are summarized in Table 2. 
We see that the Krippendorf’s Alpha coefcient increases from 0.2 
after the frst round of annotation to 0.55, the level of disagreement 
amongst all labels decreases from 71% to 40%, and disagreement on 
at least one label decreases from a high of 60% to 33% by the 5�ℎ 

round. The consistent increase in the level of annotator agreement 

https://www.accessnow.org/press-release/two-years-internet-shutdowns-tigray/
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shows the importance of deliberation meetings to have a joint 
understanding of the codebook, to debate annotations, and to share 
contextual knowledge. Not only is this type of teamwork preferred 
by commercial content moderators as echoed by our interviewees 
(Section 4.1.8), but it could lead to more consistent moderation 
practices as moderators share their understanding of moderation 
policies and provide missing context. 

We further compared labels created through majority voting 
to those that were obtained through deliberation, and found that 
51% of the labels reached through majority voting were diferent 
from those created through deliberation meetings. In some cases, 
each annotator had a diferent label for a particular post and all 
annotators reached consensus after deliberation. In other cases, one 
annotator convinced the majority of annotators to change their 
labels after discussion, highlighting the importance of deliberation 
meetings. The biggest disagreement stemmed from whether a post 
was neutral or not, and the least disagreement was in identifying 
posts that were suspected of misinformation. Table 3 in the appendix 
further details the distribution of labels and disagreements across 
them. 

We also analyzed the deliberation notes from our annotators to 
understand the main sources of their disagreements and compared 
them to the sources of disagreements mentioned by the commercial 
content moderators in our interview study, which we list below. 

4.2.1 Cultural Variability. As discussed in Section 4.1.2, the same 
term can have difering connotations in various cultures. Thus, an-
notators with diferent cultural backgrounds can disagree on how 
a particular post using a term known to all of them should be anno-
tated if there is ambiguity as to which cultural context the term is 
being used in. For example, terms deemed abusive but not dehuman-
izing in one culture may be perceived as extremely dehumanizing 
in another, which leads to disagreement on whether certain posts 
should be labeled as “Abuse and Harassment” or “Dehumanization”. 

The word “ 0�0�” in Tigrinya, for instance, has a number of 
meanings, one of which can be translated to “extremely dirty.” How-
ever, the Eritrean annotators noted that amongst urban Eritreans 
this term is a slur that carries implicit discrimination and is mostly 
used to dehumanize Tigrayans. The Eritrean annotators then unan-
imously decided that the term should be labeled as dehumanizing, 
while the Tigrayans did not believe this to be true before the delib-
eration meeting during which additional context was provided by 
the Eritreans. 

Our interviewees provided similar examples during commercial 
content moderation. For example, Aya notes that similar disagree-
ments often arose between Somali Kenyans and Somali Somalians 
who both speak the same language (Somali): 

“Maybe the quality analyst (...) speaks stronger Somali 
from Somalia, and we are here in Kenya. So he always 
used to take us down (...), because they’ll be like, no 
you (...) Somali Kenyans. You think maybe this is (...) 
dehumanizing, but (...) according to Somalis and from 
Somalia, this is not (...) this is just like a joke. This is 
not even like bullying (...) So you see, (...) we used to 
disagree a lot.” 

4.2.2 Difering Political Stances. People with the same amount of 
contextual knowledge can have difering political stances. Most of 
the annotators we recruited for our annotation study were targeted 
by all the warring parties at one point or another and did not 
support any of the political parties involved in the Tigray war. 
However, we ensured that we recruited people who did not deny 
the genocide of Tigrayans as was widely being done during the war 
in spite of overwhelming evidence [63]. Hence, disagreements on 
posts did not arise from difering views of what was transpiring on 
the ground. 

On the contrary, content moderators in our interview study 
noted instances of moderators clearly violating platform policies 
to support a particular warring party’s stance, such as deciding 
not to delete violating posts by a party they support. This led to 
increased disagreement among moderators or between moderators 
and quality analysts, resulting in considerable tension at the work-
place and in some cases even physical confrontations, as reported 
by the participants. Fiona says: 

“Since we were having problems [wars] at our country, 
we were also having problems in the ofce because 
we couldn’t agree on the policies. (...) It was hellish 
for the Tigrinya content moderators. That’s my ex-
perience from every content moderator. Some of the 
Amharic speaking content moderators were rational 
and unbiased (...) [but others were very biased. Even 
sometimes] there were huge fghts.” 

4.2.3 Ambiguity of Political and Societal Terms. In times of confict 
and especially genocide, there can be ambiguity on who specifc 
terms are targeting, often because warring parties intentionally 
confate entire groups of people with particular parties they are at 
war with [45]. Coming back to the example we discussed in Section 
4.1.2, a post containing the term “ Ìú�” (in Tigrinya) can be used in 
its true meaning (“revolutionary”), to refer to the Tigray People’s 
Liberation Front (TPLF: a political party), or intentionally confated 
with the people of Tigray and anyone opposing the Tigray war. 
Similarly, the term TPLF could be used to refer to the political 
party or intentionally confated to imply that Tigrayans and all 
those who oppose the war are members of the TPLF. Given that 
platform policies do not aford political parties the same protections 
as specifc ethnic groups, how posts containing the terms above 
should be classifed depends on whether they refer to Tigrayans 
or their political parties. While this implication can sometimes be 
clear given contextual knowledge surrounding specifc posts, there 
are times when it is ambiguous, creating disagreements amongst 
annotators even after deliberation meetings to resolve them. 

4.2.4 Posts missing context. Related to the point above, posts with 
missing contexts create ambiguity that results in disagreements 
on how they should be classifed [72]. When this occurred, our 
annotators attempted to jointly fnd the original posts and discuss 
their contexts in order to arrive at agreed-upon labels. However, 
this is not always possible during commercial content moderation, 
where workers are under strict time limits (e.g., spending a maxi-
mum of 90 seconds per content) and intensive surveillance. So they 
have to make decisions on posts with missing contexts or posts 
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Table 2: The level of disagreement within the seven experts. N=7 

Round Sample size Krippendorf’s Alpha Complete disagreement (%) At least one class disagreement (%) 
1 55 0.20 0.71 0.40 
2 120 0.41 0.65 0.60 
3 55 0.44 0.56 0.47 
4 55 0.46 0.44 0.38 
5 55 0.55 0.40 0.33 

they did not have time to read/watch completely, which results in 
disagreements. As Jacob notes: 

“It might look like someone is dead to you. [But to me] 
it looks like no, this person (...) just fainted, collapsed 
(...), he’s still breathing. So yeah, (...) a lot of those 
tickets [are] very (...) ambiguous.” 

4.2.5 Unclear and Out-of-Date Moderation Policies. Our annota-
tors sometimes disagreed with the codebook we followed, which 
was derived from X’s policies as discussed in Section 3.1.3. Our in-
terview participants further noted that it is important to frequently 
update social media platform policies and ensure that they apply 
to regions with rapidly developing contexts. For instance, new de-
humanizing words can quickly emerge without platform policies 
being updated to refect them. This can lead to inconsistencies 
where some moderators do not label posts containing these words 
as dehumanizing to ensure that they follow (out of date) platform 
policies, whereas others fag them as dehumanizing given their 
contextual knowledge. Teka explains: 

“There was a word crisis in the Tigray region in Ethiopia 
(...) people were referring (...) [to the Tigrayan people 
as] locusts (...) during that word crisis, we have been 
seeing that word used a lot of times (...) It was creating 
a lot of inconsistencies in the way that we are han-
dling the job. Because for some of us, we don’t have 
the context, we just ignore it (...) we have Tigrinya 
speaker content moderators (...), they start deleting 
that content.” 

Some moderators also noted that unclear moderation policies 
are compounded by the short training (3 weeks) they were given 
to understand and follow these policies, making it difcult to re-
member every detail. This causes labeling inconsistencies between 
moderators who rigorously follow platform policies vs those who 
do not. 

4.3 What skills or expertise are prioritized by 
social media platforms? 

Based on our interview study, we identify four forms of expertise 
valued by social media platforms for content moderation: language 
skills, superfcial cultural awareness, robust understanding of plat-
form policies, and mental strength. Notably, in addition to language 
skills, only 2 out of the 8 forms of expertise we identifed in Section 
4.1, robust understanding of platform policies and mental strength 
(similar to mental resilience), are valued by social media platforms. 

4.3.1 Language Skills. There was a strong consensus among par-
ticipants that having language skills specifc to certain regional 
markets was the most important expertise needed to be hired as a 
content moderator. Although Moderators are recruited to work on 
content in specifc regional markets that they come from, they can 
also take on additional work in languages they speak but are not 
native to. Sabrin notes: 

“It’s a language-based job. So (...) the main require-
ment was just to know the language that is required.” 

Participants recalled that language profciency is a key focus 
during the recruitment process. Notably, OutModeration conducts 
language tests during the interviews to ensure that candidates are 
native speakers. 

4.3.2 Superficial Cultural Awareness. OutModeration expects mod-
erators to have superfcial cultural awareness, such as knowledge 
of public fgures and cultural and political events, most of which 
can be easily searched and found on the Internet. Such knowledge 
is typically tested during the recruitment phase through questions 
such as “Do you [know] the current afairs in Ethiopia, [and] cur-
rent afairs in the Oromo region?” or “Which singers sing about 
songs of violence?” Moderators also undergo training to stay up-
to-date on the latest cultural events and keep themselves informed 
through informal discussions amongst themselves or by following 
local news. 

As we discussed in Section 4.1.2, in-depth cultural knowledge is 
required to grasp cultural variations and nuances of terms across 
social contexts, which goes beyond platforms’ focus on superfcial 
cultural awareness. For instance, quality analysts use moderators’ 
in-depth cultural and dialectical knowledge to improve content 
moderation in the corresponding markets, even though the recruit-
ment process does not specifcally test for that knowledge. Tarik, a 
quality analyst, notes: 

“When we hire you (...), the frst thing I need to do 
as a quality analyst is to learn your background, [e.g. 
the] types of words which are violating [in your area] 
is not the types of words [that are violating] in our 
country, but [they are] in the same language. So you 
teach me things like that (...) and in turn, I teach the 
rest of the team, how to work on content like that.” 

4.3.3 Robust Understanding of Platform Policy. InstantChat estab-
lishes moderation policies, while OutModeration trains moderators 
and tests their understanding of these policies through worker train-
ing exams during the onboarding process. Moderators are expected 
to learn the policy by heart and seek clarifcation and guidance 
in cases of ambiguity. Policies are also regularly updated to adapt 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Ali et al. 

to the latest trends in regional markets, albeit not at a frequency 
matching the rapid developments in some regions (see Section 4.2.5). 
Once moderators are notifed of these policy changes, they are ex-
pected to immediately adopt them and change their moderation 
practices. Tarik notes: 

“you need to understand [the policy] as much as you 
understand your Bible. This is how close the policy 
should be with you, in order for you not to make 
mistakes.” 

4.3.4 Mental Strength. OutModeration’s recruitment process at-
tempts to evaluate moderators’ mental strength. But our intervie-
wees found the process to be misleading and unable to assess the 
mental resilience that they identifed to be crucial for the job (see 
Section 4.1.6). 

For instance, OutModeration’s job advertisement might give the 
impression that they were recruiting administrators or translators 
rather than content moderators. During the interview process, par-
ticipants did not get clarity on the specifc tasks required for the 
job. Notably, our interviewees were not even told that the position 
they were to fll was that of a content moderator, until they were 
hired. And once they started their hands-on training, the social 
media content participants processed was signifcantly less dis-
turbing than the content they worked on as employees. Sabrin 
described the confusion caused by this lack of transparency during 
the recruitment process: 

“in the whole interview process, (...) they didn’t even 
tell me what the job really entails. (...) Unfortunately, 
when I came here [and worked as a content modera-
tor], that’s [when] I then realized that (...) it’s really 
not what I thought it is.” 

OutModeration’s recruitment process tested our interviewees’ men-
tal strength through a psychometric test, a conversation with a 
psychological counselor, or a combination of both. However, par-
ticipants perceived such evaluations to be shallow and unable to 
assess the mental resilience that they identifed to be crucial for 
the job (see Section 4.1.6). Interviewees described the psychological 
assessment as a “light conversation” with the counselor covering 
“general questions.” Fiona recalls: 

“The counselor would ask you about your strengths 
and weakness? And how do you deal with stressful 
situations or contents (...).” 

4.4 How do social media platforms resolve 
disagreements amongst content 
moderators? 

As we found in Section 4.2, open discussion amongst annotators of 
harmful social media content allows them to understand diferent 
cultural contexts and resolve disagreements, which leads to more 
consistent labels. This need for teamwork in order to exchange con-
textual knowledge was also echoed by commercial content modera-
tors we interviewed (Section 4.1.8). Nevertheless, these moderators 
point out that they do not have the agency to voice their disagree-
ments with how posts are labeled and that their views are often 
devalued or completely disregarded. 

Figure 1 summarizes the disagreement resolution process at 
OutModeration. Commercial moderators refer to the social media 
content they process as “tickets.” Multiple moderators work on each 
ticket, and if disagreements arise amongst them, quality analysts 
review the tickets. To address daily disagreements among modera-
tors and between moderators and quality analysts, quality analysts 
hold regular calibration sessions with moderators to discuss con-
troversial tickets. The mechanisms to reach consensus vary across 
regional markets, but two stand out: taking the quality analysts’ 
judgment or majority voting. 

These mechanisms often do not result in full consensus. In ma-
jority votes on content involving ethnic conficts or gender-specifc 
understandings, the larger ethnic or gender group consistently wins 
regardless of whether or not their judgments are correct. This is 
particularly harmful when the content relates to the genocide of 
minority populations whose ethnic groups are often outnumbered 
among commercial content moderators. In contrast, our annotation 
study showed that when there is space for open conversation, even 
one person with the appropriate domain expertise (e.g., a journalist 
who reported on verifed misinformation as noted in Section 4.1.3) 
can change the others’ views, and provide them with missing con-
textual, cultural or dialectical information to arrive at the correct 
label. 

In most of the cases involving disagreements at OutModeration, 
the views of the quality analysts are prioritized. However, modera-
tors can escalate disagreements to team leaders, who forward the 
questions and seek clarifcation from market specialists. We un-
covered 3 social media platform practices that prevent moderators 
from exercising their expertise and agency and voicing their dis-
agreements: rigid organizational hierarchies, exploitative working 
conditions, and inability to infuence platform policies. 

4.4.1 Rigid Organizational Hierarchies. Our data shows a hierarchi-
cal organizational structure within OutModeration where content 
moderators are positioned at the bottom. Team leaders perform 
administrative tasks like ensuring moderators start work on time 
and monitoring their pace. Though this position doesn’t exist in 
all regional markets, subject matter experts usually sit and work 
with moderators and provide guidance in case of questions about 
tickets and policies, and quality analysts (QAs) approve or fag 
moderators’ works. Quality analysts can disagree amongst them-
selves on how to handle specifc tickets, and these disputes are 
concealed from content moderators and resolved by leaders of the 
QA team or majority votes amongst QAs. 

When disagreements on tickets aren’t resolved within the “top 
members” of the QA team and require a majority vote among QAs, 
they are forwarded to market specialists for resolution, who are 
InstantChat’s staf instead of OutModeration and have the fnal say 
over moderation decisions and their explanations. Content mod-
erators can also escalate their disagreements to market specialists. 
However, unlike quality analysts, content moderators are at the 
bottom of the organizational hierarchy. Thus, although moderators 
can escalate their disagreement, in most cases, the market special-
ists align with quality analysts’ judgments. Tarik, a QA, described 
his interaction with market specialists: 

“because to a market specialist, (...) Quality analyst is 
real special team, because those are the best of the 
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Figure 1: Summary of the content moderation, disagreement resolution, and evaluation workfows at OutModeration. 

best that they’ve chosen to put in a team together. (...) 
And so I had a feeling that even though we weren’t 
correct, the market specialist would agree with us. So 
the moderator would always end up wrong.” 

Such rigid organizational hierarchy imposes higher social costs 
on moderators who want to express their views and challenge the 
judgments of quality analysts. 

4.4.2 Exploitative working conditions. Moderators’ performances 
are constantly measured, monitored, and evaluated, resulting in 
them being under pressure to adhere to strict time limits and keep 
up their accuracy rates. Disagreeing with the judgments of quality 
analysts can risk moderators’ losing accuracy scores, which can 
lead to wage cuts and even job loss. When quality analysts mark 
tickets as incorrect, the corresponding moderators’ accuracy rates 
drop. If the accuracy rate falls below a fxed standard for the frst 
time, a moderator receives a performance boost training before 
returning to work. But moderators for whom this drop occurs twice 
are summarily fred. 

Commercial content moderators in precarious conditions are 
particularly vulnerable to wage reductions and job insecurity. For 
example, those working on content related to conficts might be-
come targeted by extremists or warring parties, leading to concerns 
about their personal safety and fear of returning to their home coun-
tries. Moderators under these types of conditions avoid expressing 
disagreement in order to secure their pay and jobs, even though they 
know they are being exploited and discriminated against across re-
gional markets as Ernest explains: “ [for people from] South Africa 
I think they [get] full payment [like 65,000 Kenyan shillings] (...) 
[and] Ethiopians including me (...)[are] paid like 35,000 Kenyan 
shillings.” 

4.4.3 Inability to Influence Platform Policies. As we discussed in 
Sections 4.2.5, annotators and content moderators often disagree 

with the labeling guidelines enacted by social media platform poli-
cies, one of the reasons being that these policies often fail to address 
region-specifc contexts. Despite these perceived gaps, moderators 
have limited agency to challenge the policies and initiate changes. 
Tarik notes: 

“We turn [moderators] into robots, we force them 
to understand policy (...) So it’s not about what you 
know, what you think you know, it’s what policy says 
(...) eventually everyone just became auto pilots on 
the job.” 

Some moderators try to convince people in higher positions 
to report policy issues to market specialists and suggest changes, 
but content moderators’ opinions “weren’t really valued as they 
should have,” with moderators even receiving delayed replies or 
non-responses from market specialists. Mary says: 

“sometimes these specialists will just tell you that, 
hey, stop arguing, (...) please follow the policy (...) 
sometimes we could argue (...) and then after months, 
you will fnd that InstantChat has updated something 
(...), but it has to come from them. Not necessarily 
from our opinions. And sometimes you (...) fnd that 
some updates are (...) not enough. And you know, 
there’s nothing you can do about it. Just follow the 
policy, do your job. Go home, that’s it.” 

5 DISCUSSION 
Overall, our fndings highlight the unique insights that can be 
gained by studying the under-researched contexts of social media 
platform moderation in non-Western languages, particularly in the 
context of genocide. Our work found the superfcial cultural aware-
ness and basic language skills prioritized by a BPO moderating 
content for one of the biggest commercial social media platforms, 
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to be inadequate. Our annotation study further showed that anno-
tators have difering interpretations of posts depending on their 
contextual, dialectical, and domain-specifc knowledge, even when 
they are native speakers of the same language. Prior work has 
found that social media users who are from marginalized commu-
nities also fnd the aforementioned expertise to be important in 
moderating content pertaining to them. For instance, similar to 
our fndings, various works have highlighted the need for minority 
voices [23, 25], dialectical knowledge [3], and in-depth, localized 
cultural knowledge [44, 55, 71]. Our work supports these fndings 
and shows the extent to which those minoritized perspectives are 
even more important to consider in fast changing contexts of armed 
conficts and genocide that afect a minority of content modera-
tors and social media users who are uniquely at risk of political 
violence. In addition, we present new insights that emerge due to 
our contextual focus on the Tigray war. 

For instance, valuing domain expertise could mean involving 
journalists who cover specifc regions and topics [57]. However, our 
work shows that this in itself is insufcient. Even amongst journal-
ists with in-depth knowledge of the topics, regions and languages 
being covered, our annotation study showed that only journalists 
who investigated specifc campaigns were able to accurately fag 
some posts related to those campaigns as verifed misinformation, 
while others covering the same region and with understanding of 
the same context did not fag these campaigns as such. Similarly, we 
found that familiarity with specifc social media platforms and how 
certain networks of political actors operate on them is important in 
our context, because studying specifc platforms allows people to 
quickly see new campaigns and networks that evolve in response 
to the fast-changing reality on the ground. Moderating genocidal 
content while the genocide is being enacted requires urgency and 
attunement to fast-changing realities, much more so than other 
contexts of moderation that have been more widely studied in the 
CHI literature. 

Our fndings also note that commercial content moderators value 
collaborative work, a procedure which is not highlighted in prior 
work studying content moderation. In the context of genocide and 
armed confict, terms vilifying the target population quickly emerge, 
with the meanings of previously known phrases changing rapidly. 
In this context, it makes sense that ambiguity of societal terms, 
where some moderators understand how those terms are evolving 
whereas others may not, can be a source of disagreement amongst 
them. As moderators gain knowledge of these campaigns, networks, 
and platforms, it becomes even more important for them to share 
this knowledge amongst themselves to more efectively hamper 
genocidal content from spreading. 

Another major contribution of our work is highlighting the ex-
tent to which the expertise, processes, and procedures prioritized 
by commercial social media platforms difer from those we identify 
to be crucial in moderating harmful content, especially in contexts 
that are only known to a minority of content moderators. We elu-
cidate how commercial social media platforms de-prioritize the 
forms of expertise that both content moderators (according to our 
work) and social media users (according to prior work [71]) fnd 
to be crucial in moderating harmful content, during the content 
moderator recruiting process. 

We further show that even if content moderators with the nec-
essary expertise make it through the recruiting process, the organi-
zational practices of BPOs and commercial social media platforms 
make it difcult for these moderators to exercise their expertise. 
Moderators regularly identify gaps in platform policies, including 
the lack of updates that refect fast-changing contexts in specifc 
regions, such as the emergence of new genocidal words. However, 
they are unable to efectively infuence policy changes to incor-
porate these updates due to their location at the bottom of the 
organizational hierarchy and their exploitative working conditions, 
which severely punish them for deviating from the status quo. 
Bridging research on expertise in content moderation and worker 
exploitation, our work shows that exploitative labor conditions 
and organizational hierarchies enacted by commercial social media 
platforms result in lack of appropriate moderation of genocidal 
content. 

These exploitative working conditions are also linked to the 
expertise valued by content moderators. While prior work has ex-
tensively documented the mental toll faced by commercial content 
moderators [2, 50, 64], we show that the moderators themselves 
believe that mental resilience should be a form of expertise pri-
oritized by social media platforms. Similarly, our work highlights 
concentration and patience as forms of expertise that are important 
for all content moderators, rather than solely those in specifc social 
groups involved in data work, such as women [12] and disabled 
people [92]. Nevertheless, the content moderator recruiting process 
misleads job applicants on what their tasks and working conditions 
will look like: moderators note the importance of mental resilience, 
while employers seem to downplay the severity of the content they 
evaluate. 

Given our results, we present a number of actionable recom-
mendations to improve current moderation procedures to more 
efectively curb the dissemination of harmful content on social me-
dia. These considerations are not meant to serve as an exhaustive 
checklist but instead ofer a starting point for responsible content 
moderation practices. We note that while many of the issues per-
taining to the working conditions of the commercial moderators 
who participated in our interview study can be attributed to Out-
Moderation’s organizational structure, Muldoon et al. [49] point 
out a number of positive working conditions at BPOs that stemmed 
from requirements instituted by clients. These results show that 
requesters’ involvement can drive positive changes. Thus, echo-
ing existing initiatives on ethical and responsible sourcing [1], we 
recommend that social media platforms take a proactive role in 
establishing more inclusive and efective disagreement resolution 
mechanisms and providing a better working environment. 

5.1 Accuracy as the Main Measure for 
Moderation Performance 

Our fndings show that data annotation and content moderation are 
interpretative tasks deeply infuenced by the expertise and perspec-
tives of the annotators and moderators [10, 41, 67], emphasizing 
the situatedness of interpreting harmful content and the ambiguity 
of such content itself. This calls into question the common prac-
tice of equating accuracy with “correctness” because accuracy in 
these settings mainly refects how closely workers’ interpretations 
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align with annotation guidelines, moderation policies, or expert 
judgment, all of which are inherently partial. Relying primarily, if 
not solely, on accuracy as the measure of moderation performance 
poses a further concern in the contexts of low-resource languages 
and non-Western cultures, as moderation policies are often writ-
ten in English and grounded in Western cultures, and are not well 
adapted to the target language and culture. At times, some policies 
are outdated, unclear, and contextually irrelevant. In this regard, 
relying heavily on accuracy can reinforce the norms of Western 
cultures [71] and be counter-productive to efective moderation, 
because it can lead workers to rigidly follow prescribed interpre-
tations of data without striving for contextual understanding. We 
therefore suggest that social media platforms request BPOs to take 
the following actions. 

• Ensure dialectical diversity amongst moderators speaking 
the same language and hire moderators with in-depth cul-
tural and contextual knowledge, especially in regions with 
a multiplicity of languages and dialects and a diversity of 
cultures. These expertise go beyond the superfcial cultural 
knowledge (like knowledge of public fgures) that BPOs test 
for, and are needed to discern nuances in the harmful content 
spread during times of confict and genocide. 

• Remove overly punitive measures against moderators with 
lower than standard rates twice in a row. Platform policies 
and QA teams may lack the necessary contextual, cultural 
and dialectical understanding of the content to be moderated. 
The focus on accuracy rates coupled with overly punitive 
measures discourages moderators who have this knowledge 
from raising disagreement and sharing the knowledge nec-
essary to keep policies up to date. 

5.2 Rigid Organizational Hierarchies and 
Exploitative Working Conditions 

Commercial moderators face wage cuts or, in the worst case, job 
termination if they exceed the time limit stipulated for each ticket 
or fall below a set accuracy rate. This can happen in cases where 
moderators’ contextual knowledge leads them to make diferent 
moderation decisions than instructed by QAs. Quality analysts’ 
power over moderation decisions, accuracy scores, and the support 
they gain from market specialists make it very unlikely for an indi-
vidual moderator to express disagreement. Additionally, the lack of 
mental health support and inadequate breaks from being constantly 
bombarded by disturbing content can lead to lasting trauma and 
severe mental health issues [2, 50, 64, 76]. These conditions make 
moderators likely to follow the interpretation instructed by plat-
form policies, quality analysts, and market specialists and prioritize 
income and job security instead of their own expertise. We there-
fore make the following recommendations to improve moderators’ 
working conditions. 

• Policymakers should establish clear, enforceable standards 
for ensuring responsible and ethical sourcing of data services. 
This includes fair wages, better working conditions, access 
to benefts, and equitable treatment for in-house and out-
sourced moderators. Platforms must be required to publicly 
disclose detailed information about labor conditions, includ-
ing work hours, payment, benefts, and the availability of 

psychological support. Such transparency would empower 
worker advocacy groups by providing information which 
can be used to efectively advocate for fair treatment and 
strengthen collective worker power. 

• Platforms must go beyond superfcial mental health initia-
tives, such as simply providing on-site counselors, and pri-
oritize care that addresses the specifc challenges of con-
tent moderation. Participants in our study noted that on-
site counselors often provided generic advice and did not 
understand the severe psychological harms tied to moder-
ation work. Platforms and BPOs should support proactive 
approaches, including peer support networks and regular 
check-ins with mental health professionals trained in moder-
ation induced stress and trauma. They should also redesign 
workfows to ensure structured, frequent breaks and im-
plement workload caps to avoid burnout and limit trauma 
exposure. Moderators should be able to take these breaks 
without their wages sufering as a result, and without seek-
ing approval for time of from their managers. 

5.3 Inefective Mechanism for Raising 
Disagreement and Infuencing Platform 
Policy 

We found that moderation teams achieve consensus either through 
imposing the judgments of quality analysts or market specialists 
on moderators, or through majority voting. But as our fndings 
show, the varying extents of disagreement among experts (Section 
4.2) challenge the epistemic authority of quality analysts or mar-
ket specialists as defnitive decision-makers whose judgment is 
believed to ensure objectivity and accuracy [47]. Our annotation 
study also found that using majority voting risks silencing minority 
voices, as the composition of groups can signifcantly impact the 
voting result: only 49% of the majority voting results agreed with 
the annotations after deliberation. Our fndings echo prior work 
on the importance of disagreement as a valuable source of infor-
mation [9, 10, 22], and extend previous work on the signifcance of 
deliberation meetings [42, 69] by showing that they are even more 
vital while moderating hateful content during active genocides 
targeting minority populations who are often underrepresented 
amongst content moderators. We therefore recommend the follow-
ing actions to encourage moderators to raise disagreement without 
repercussions. 

• Social media platforms should establish processes that en-
able content moderators to co-design and periodically up-
date moderation policies and improve the adaptation of these 
policies to the target languages and cultures. This includes 
establishing a process that involves not only market special-
ists in the co-designing and updating of policies but also 
moderators who do the day-to-day moderation. 

• Social media platforms should have frequent deliberation 
meetings that allow for the exchange of varying viewpoints 
without fear of negative repercussions for their difering 
views. Although deliberation meetings currently exist, the 
potential for negative repercussions often discourages mod-
erators from sharing their genuine views, thereby under-
mining the fundamental purpose of these discussions. It is 
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essential to provide sufcient time and foster an environ-
ment where moderators feel comfortable exchanging their 
views with their peers. 

• Social media platforms should provide detailed annual re-
ports that disclose their moderation practices, as they do 
for the European Union through the Digital Services Act. 
While our work provides initial insights into the moderation 
procedures of platforms, such reports are needed to obtain 
a more detailed picture, especially in regions where social 
media platforms are used to fuel conficts. 

6 LIMITATIONS AND FUTURE WORK 
Our data annotation study was performed with 7 annotators. While 
our annotators had a range of domain expertise and cultural back-
grounds, incorporating annotators with additional perspectives 
would strengthen our study. An estimated 100 languages are spo-
ken in Ethiopia and 15 in Eritrea [17, 51]. Future work could expand 
our work by covering more of these languages and cultures. 

Our interview study focuses primarily on the perspectives of 
commercial content moderators working at social media platforms 
via BPOs since they are at the front lines of fagging harmful content 
on social media. Future work should explore the perspectives of 
quality analysts, market specialists and policy designers who can 
provide additional insights into the organizational practices and 
processes of social media platforms. 

7 CONCLUSION 
Through two studies focused on the annotation and moderation of 
harmful social media posts targeting Tigrayans during the 2020-
2022 Tigray war, we investigated the expertise needed to efectively 
moderate harmful social media content during times of confict and 
genocide. Our fndings show stark disparities between the forms of 
expertise content moderators deem crucial and those prioritized by 
social media platforms. While social media platforms prioritize basic 
linguistic skills and superfcial cultural knowledge, our study found 
in-depth cultural knowledge and granular dialectical knowledge to 
be crucial to efectively fag harmful posts. And while social media 
platforms resolve disagreements through majority voting or using 
experts higher in the organizational hierarchy as tie-breakers, we 
fnd open discussions and deliberation meetings where moderators 
can exchange contextual information and resolve disagreements to 
be more efective ways of ensuring that harmful content is appropri-
ately fagged. Based on our fndings, we provide 7 recommendations 
to change content moderation practices to more efectively curb 
harmful social media posts. These include removing overly puni-
tive measures based on accuracy rates, providing mental health 
care that addresses moderators’ needs, involving moderators in 
co-designing and periodically updating policies, providing detailed 
annual reports about moderation practices in the majority world, 
and allowing frequent deliberation meetings to efectively resolve 
disagreements. 
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A Appendix 

A.1 Data Annotation Details 
Table 3 provides details on the class distribution of the annotated 
data, including the percentage representation of each class and the 
annotation disagreement among the annotators when labeling posts 
into the class. Since each post can be assigned multiple classes, the 
percentages do not sum up to 100%. Notably, 42.3% of the dataset is 
classifed as neutral, and this class also generates the highest level 
of disagreement (34.7%) among annotators. 

A.2 Examples of Annotated Posts 
Trigger warning: Table 5 presents examples of user posts 
that contain potentially ofensive and upsetting terms. we 
present some examples of posts from the annotation study. We 
randomly selected posts from diferent categories. We include the 
original posts, their translations to English, the categories they 
were classifed into, and provide the context and reasoning for their 
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categorization. Some of the posts are slightly paraphrased to protect 
the anonymity of the posters. 

Class Distribution Disagreement in labeling the class 
Neutral 42.3% 34.7% 
Abuse and Harassment 38.8% 31.5% 
Dehumanization 14.4% 20.8% 
Violent Speech 8.2% 9.7% 
Violent Event Denial 8.5% 4.4% 
Verifed Misinformation 2.9% 8.2% 
Suspected Misinformation 1.8% 4.1% 

Table 3: Table outlining the class distribution and levels of 
disagreement in labeling posts into the class. 

A.3 Interview Participant Details 

Pseudonym Market/Language 

Hermela Afaan Oromo, English 
Belay Tigrinya, Amharic, English 
Jacob English 
Elene Amharic, Afaan Oromo, English 
Henry Swahili, Kirundi, English 
Sabrin Somali, English 
Teka Amharic, Afaan Oromo, English 
Fiona Amharic, English 
Aya Somali, English 
Maya Hausa, Pidgin, English 
Tarik All Quality Support 
Mary Swahili, English 
Ezana Amharic, Tigrinya, English 
Ernest Afaan Oromo, English 
Adam Amharic, Tigrinya, English 

Table 4: Interview participants’ pseudonym and mar-
ket/region. N=15. Gender (8 = male, 7 = female) 
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Original post Translated to English Category Context 
But let the cleanup continue. 
It’s one weed that has not 
been pulled out that will 
grow later. 

“Violent”, “dehuman-
ization” 

Weed in this case is referring to the 
Tigrayan people or sometimes to the TPLF 
political party. It was posted during the 
confict. Regardless of the ambiguity in its 
reference, the post is ‘violent" as it calls 
for cleaning up the people and ‘dehuman-
izing" for referring to human beings as 
weeds. 

Son of these dead Agame, “Dehumanization”, Agame, is a word used to refer to a specifc 
dirty race without history “Abuse” cultural group from the Eastern Zone of 

Tigray, particularly Adigrat. It is insulting 
the people in this cultural group as a whole 
by calling them a ‘dirty race" and ‘without 
history". 

Posted: March, 2020 

It is necessary to remove 
the weeds. All the people of 
Ethiopia must cooperate. 

“neutral” The context and time matters. This post 
was made in March 2020. This was be-
fore the war started and there was another 
weed problem in the Tana river of Amhara 
region. So, the annotator needs to under-
stand and take into account these contexts. 

#Eritrea #Ethiopia #HOA appreci-
ate @[anony]@[anony] rebufng 
Z @[anony] called @[anony] meet-
ing. #TPLF spewed #FakeAxum-
Massacre needs investigation. But, 
lies must n’t be basis to harass sov-
ereign nations. #TPLFstartedThe-
War #EritreaPrevails #StopScape-
goatingEritrea 

“Violent Event De-
nial” 

The post mentions that the Axum Mas-
sacre was fake and needs investiga-
tion. However, the massacre has been 
confrmed and well documented by an 
Amnesty International report where Er-
itrean fghting forces systematically killed 
hundreds of unarmed civilians in the 
northern city of Axum [4]. Hence deny-
ing the tragic massacre. 

Listen, put your hands and 
your life in it, you dirty bas-
tard Agame. 

“Abuse” Abusing a person based on their cultural 
group (Agame). This is a common insult 
used against Tigrayans to attack them 
based on their cultural identity. 

Wiping out the bad weed 
known as Tigre is the only 
solution!! 

“Violent”, “dehuman-
ization” 

Referring to Tigrayans as weeds which is 
dehumanizing and calling for them to be 
wiped out which is violent. 

Table 5: Example posts from the annotation study, along with the context and reasoning used to classify them into specifc 
categories. 
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A.4 Additional Data from Findings 

Themes Selected Quotes 
4.1.1 Specifc Knowledge of 
Dialects 

Jacob: “There are 11 dialects in the Oromo language. (...) We have a person from each dialect here in 
our team of like 30 people. The Oromo team here comprises like 30 people, but the market specialist is 
on his own, one person in Dublin. So if this person from this dialect says, this is violating in our dialect 
(...) Most of the times he sticks with what he knows. and it is hard to convince him that in another 
dialect this word is a contradiction, so it has to be removed. And he says, don’t remove that word.” 

4.1.2 In-Depth Knowledge 
of Cultural Contexts 

Hermela:“Some content that we know culturally, (...) it’s social values of where we come from. We 
actually know it’s violating. But it’s not covered in policies.” 

4.1.4 Familiarity with Spe-
cifc Networks on Social Me-
dia Platforms 

Fiona: “they [are] just social media goons, or something like that. (...) they’re familiar, familiar people 
on the social media, especially on Twitter.” 

4.1.5 Rigorous Understand-
ing of Policy 

Mary: “You have to follow the policy. Whether it’s what in your region, what happened, it doesn’t 
matter. But you follow the policy, what they told you, what they trained you, that’s what your action, 
when you see any content is ftted, violating.” 
Ezana: “Even if your enemy is being attacked, and you want that [content] to stay in the [InstantChat] 
platform, you have to follow policy, you have to delete.” 
Jacob: “If (...) you are an activist against the government. The government has been brutalizing people. 
(...) You’ve been criticizing them. You come into content moderation from that kind of background. (...) 
It will be very difcult for you to separate that profession of activism from now dealing with the policy 
because these government soldiers are also being attacked. The government security forces are being 
slaughtered (...) How will you deal with that situation?” 

4.1.6 Mental Resilience Adam: “the resilience is the frst skill required to moderate content. Because it’s not easy for not 
everyone can or has the heart to look at all the content and [moderate] in difculties.” 
Elene: “I think also being emotionally strong. (...) So you have to be very strong to understand that 
this is my job. (...) You have to have a way of making that thing not get to you because if for example, 
someone was bullying someone for like being sick [on social media content]. For example, someone 
has cancer, or this person is being bullied, and you’re there thinking about your family member who 
has cancer, and you imagine whatever bad words that I’ve been told on that person, you imagine this 
could be my sick aunt, or this could be my sick grandmother. You have to be able to diferentiate. Let 
me just not think about this for now. Let me just work on this. This is not directed to my people. This 
is just a bad person who decided to bully other people and doesn’t. So you have to be resilient, strong.” 

4.1.7 Concentration and Pa-
tience 

Teka: “So being very attentive when you are reading especially in our language.” 
Interviewer: “what kind of like skills or knowledge or quality that you fnd important to do content 
moderation? (...)” Belay: “(...) Secondly, you need to focus.” 

4.1.8 Efective Teamwork Adam: “(...) ability to work in a team setting (...) some of the content you can do alone, you need like a 
expertise (...) most of the content moderation, it comes in a team and not as an individual.” 
Henry: “it’s an open ofce. And so you can chat with someone who is next to you. (...) How did you 
action this? Does it go for dangerous organization? Does it go for sexual activity? you will have a 
discussion. And it comes when someone is not sure of what is the [right moderation]. So there is a 
group, which is Oromo group, you posted the ticket there. And someone will go and open it. And 
someone is writing very sure that this ticket goes for this. And that’s how we manage to help each 
other. So every market has its own group.” 
Belay: “Mostly for the Hausa, we have the more of unity among us, we always kind of do more of like 
team bonding with meets, it makes people feel at home and try to enlighten you even not at work, 
even at home, we can decide to come home teach you more about how the policies work, because, 
defnitely, when you [as a newcomer]’re in the training room, all things have been rushed, you just be 
rushed. So, when you come in, we try to ofer you (...) by assisting you (...) that’s the way we always 
try to come together, maybe be it at work and at home, when you don’t understand things, we come, 
we help you. This is how we Hausa team always do it in order to keep up with our team performance.” 

4.2.1 Cultural Variability Teka: “I feel like they [the policies] try to generalize, like every culture, every language in one bucket, 
that’s the big problem.’ 
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4.2.2 Difering Political 
Stances 

Aya: “Others feel attached, they take things personal. That was the major issue. Like, if you see a 
ticket that maybe is attacking a certain tribe or ethnicity, and there’s someone [moderators] from that 
ethnicity, you’ll see someone fghting, oh, you guys are like this. (...) At some point, the quality analysts 
were also taking things pass on. (...) You see this ethnicity, religion, and such things (...) It’s very partial 
when it comes to religion, so people could even go weeks without talking to each other.” 

4.2.4 Posts missing context Aya: “You are supposed to take down the content using, like, 40 seconds per the content (...) you 
can’t aford to stay too long on one ticket. (...) the ticket will disappear, and you’ll be called by your 
supervisor: Why haven’t you acted on this ticket? You stayed with this ticket for two minutes.” [This 
quote this connected to the fnding that workers are under strict time limits and have to make decisions 
on posts with missing contexts or posts they didn’t have time to read/watch completely.] 
Sabrin: “[For] some some posts, you would need to get a little bit of context, maybe more details, 
especially where there’s no picture of video. It’s just someone writing something (...) [and] it can be a 
bit tricky. (...) It could be a song, or it could be a poem.” 

4.2.5 Unclear and Out-of-
Date Moderation Policies 

Fiona: “The policies were made a long time ago, like two years before we joined. (...) so the policies 
were already there, because there were workers from the Amharic team who were working starting 
from 2019. So we only joined in 2021. So the policies were all there already. They were made. So like, 
we couldn’t do anything. Even after we fagged them, (...) they wouldn’t accept.” 
Hermela: “You know, it’s a lot of contents with diferent kind of violations. And then every day you 
can see, you can face, (...) you encounter a new kind of violation that’s not covered in the police.” 

4.3.1 Language Skills Fiona: “the skills they were looking for [are] language, [the] ability to understand and speak the 
language to Tigrinya or Amharic.” 
Ezana: “After that we will go for the language interview (...) just to confrm if you are a native speaker 
of that language.” 

4.3.2 Superfcial Cultural 
Awareness 

Jacob: “So now the quality guy is the one who calls you, and he has a set of quiz that you have to 
answer. Do you [have] the market knowledge? Do you [know] the current afairs in Ethiopia, [and] 
current afairs in the Oromo region? (...) Which singers sing about songs of violence? (...) So he’s just 
testing if you are aware of what is going on right now in the Oromo region.” 
Mary: “Who is the president, who’s the minister, who’s the public fgures, or who’s the artists and 
all those things, of course, you should have also some knowledge somehow Yes. You [have] to put 
[it] under the policy to action. Sometimes now if it is a public fgure and even if he’s been bullied or 
something, someone is saying something about him, it’s not violated, so you ignore it. If you don’t 
know [that this person is a public fgure], you actually need for delete.” 

4.3.3 Robust Understanding 
of Platform Policy 

Aya: “The most hard part was that this policies could change every week. (...) Sometimes even in three 
days, the policy is completely changed, and you are no longer going to take the actions you used to 
take before. (...) Sometimes when there’s a major change, they call for emergency training for like 
two hours or an hour, and then you go back to work, and they expect you to now change completely 
according to how the policy has changed.” 
Tarik: “We had to make sure that you understand it is not what you think, not what you say, it’s not 
how you feel about what we are moderating. It’s about what the policy says. So whether you see it 
violating or not, if a policy doesn’t cover it, or it doesn’t follow the policy indicators, you will leave it 
on their platform.” 

4.3.4 Mental Strength Sabrin: “The second interview was psychometric test something (...) and then (...) one of their counsellors 
from their wellness team called me. And we just had a sort of like a light conversation, asking me if 
I’m comfortable to relocate to Kenya, am I okay with it, and all those things. And yeah, after those 3 
calls. Then we’re done.” 
Henry: “while in the recruiting recruitment process, they told me it’s something related with translating 
my language into the English language, or the English language to my language. (...) as I was going 
through the training session, I just realized, this is a far diferent job. A far diferent task from interpreting 
and translating.” 
Fiona: “let me speak for myself. I was not prepared to see graphic contents, or I wasn’t prepared to 
watch so many insults. And bad words that consume them everyday, everyday, everyday. (...) I never 
knew the job was the content moderation was to do this. I just thought, Okay, it’s just InstantChat, it 
could be a cool job and stuf until they realized it. (...) The next day that we fnished training, and then 
you’d be like, boom, there’s very disturbing content.” 
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4.4.1 Rigid Organizational 
Hierarchies 

4.4.2 Exploitative working 
conditions 

4.4.3 Inability to Infuence 
Platform Policies 

Tarik: “A lot of disagreements [among quality analysts]. You know, we all want to be right. And we want 
to think that we know the policy better. (..) But (...) we couldn’t make it noticeable for the moderators. 
They should not know that we debate and fght in that room.” [This quote this connected to the fnding 
that quality analysts can disagree amongst themselves, but these disputes are concealed from content 
moderators.] 
Mary: “at [the] end of the day we [moderators] have to follow the experts. whatever they say we have 
to follow.” 
Teka: “like the [market] specialist or the SME said that this should be marked as this word, you just 
agree with it, because even if you don’t feel like it’s right, or even if you have opinion, it does not 
matter. Because at the end of the day, we are just there to make money, and no one wants to lose their 
money. So we just agree with everyone.” 
Aya: “40 seconds you need to have taken down everything. So if you haven’t mastered the policy, again 
there’s something called AHT, the average time you take on one content, yeah, which was crazy.” 
Fiona: “But InstantChat was, I think hiring vulnerable people. Like me, I’m a refugee or immigrant. 
(...) They needed vulnerable people in general. It’s not majority, but most of the content moderators 
especially from South Africa or Uganda.” 
Jacob: “He [market specialist] says don’t remove that word (...). if you go against him. (...) We have a 
percentage like your accuracy. (...) We have quality score, and this quality score you have to keep a 
quality of 90 and above. But if you keep deleting what the guy said don’t delete, your quality will go 
down, and you’ll face punishment here and there.” 
Aya: “Sometimes, to get to the policy team is quite a hassle. Because by the time you raise your issue 
with the quality analyst, by the time they take it, sometimes they even just don’t raise your issue to the 
manager or to the quality team. So they just leave it hanging, you keep on following them, oh what did 
you guys say about this ticket you guys marked me down? They’ll be like, ah, you know, I asked the 
manager, but the manager hasn’t gotten back to me. He said, we are waiting for the quality team. It 
will take weeks. You might even never get back the response of a certain thing until (...) maybe a whole 
majority of content moderators complain.” 
Maya: “To be honest, sometimes you just had to do it because the specialist who is saying that and if 
you keep arguing with them, [they] may be going to report you to the manager that this person is 
maybe hard headed. So sometimes you had to just agree with a specialist not because they’re right, 
just because they’re kind of your boss.” 
Jacob: “Most of the times [the market specialist] disagrees with us, and when he disagrees with us 
we cannot do anything to push the the policy to be changed or updated. So it remains at that. And if 
actually, you meet a market specialist who doesn’t want to be corrected, who doesn’t want to to learn 
new things (...) you would be in trouble.” 

Table 6: Additional data from the interviews supporting the fndings. 
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